


The Processor Unit shown, is the mul-
tiprocessor building block of the CR80
computers. It can either work as a
stand-alone virtual memory computer
or in combination as part of the CR80
FATOM range of NO-BREAK compu-
ters. The Processor Unit is a physical
entity including its own forced air-
cooling and plug-in power supplies.
The very low repair times, are achie-
ved by CPU’s, Memory etc. being ex-
tractable from the front without spe-
cial tools or dismantling of cables.

The Fault Tolerant Multiprocessor CR80
FATOM is the flagship of the CR80 com-
puter family. Here is shown one of eigh-
teenon-line systems to be delivered fora
European network stretching from Nor-
way to Turkey. The key features impor-
tant to our customer was N + 1 redun-
dancy, NO-BREAK computing and the
multilevel security of the DAMOS opera-
ting system, enabling a smooth imple-
mentation of the extensive and complex
application programs.

One of many CR80 TWIN Computers
used in various British government net-
works as combined nodal packet swit-
ches and Mainframe Front Ends. The
networks interfaces a large populations
of several thousand terminals in to re-
gional computing centers. The CR80
TWIN was selected on behalf of its mean
time between system failure, being less
thanoneinseveralyears,due todualized
processing elements and unique N + 1
redundancy of the communication line
interface.
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PREFACE

This is your copy of the CR80M-series Minicomputer Handbook. The handbook
is aimed to introducing new users to the CR80 Computer Family, as well as a
handy reference for CR80 system designers and programmers. The CR80 range
in processing power and cost provides the user with a software compatible

choice suited for his application.

Christian Rovsing A/S has been active within computing since the Company's
founding in 1962. Design and Manufacture of our first generation
minicomputer started in 1972, with the second generation CRB80S-series
computer announced in 1975, leading to the third generation CR80M-series
MINI, TWIN, MAXIM and FATOM Family of computers being introduced during
1981.

This decade of activity in all phases of computer manufacture and use, has
seen the CR80 computers incorporated in a wide range of systems, including

business, communication, networking industrial, and space applications.

Christian Rovsing serves the market all the way from manufacture of products
to software and services. This places us at Christian Rovsing A/S in an unique
position to provide you with every assistance in solving your application

requirements,

N4

ASBJORN SMITT
VICE PRESIDENT
DEVELOPMENT







1.

INTRODUCTION TO THE CR380 COMPUTER FAMILIES

Several years of rapid computer technology evolution have led to the
development of the CR80 computer product line at Christian Rovsing A/S.
The computer families introduced in this handbook are a collection of
units architecturally structured in an innovative way into powerful
multiprocessor systems. Through a high degree of parallelism and
redundancy, the configurations introduced herein offer nearly unlimited

operating power and outstanding system reliability.

From the outset, system architects at Christian Rovsing recognized that
micro-electronics was the driving force behind modern computer techno-
logy. The CR80 product line is based on the functional modularity made
feasible by low-cost LSI completed with advanced distributed architecture
and multiprocessing concepts. Though they appear to be minicomputers,
the CR80 systems in the larger configurations, are competitive with and
challenge the power of large mainframes but with far superior operational
characteristics and hereto unrealizable advantages. The CR80 building-
block modules allow a system configuration flexibility previously un-
achievable, this has led to the definition of the CR80 Computer Family
depicted in summary block diagrams on the next page (figure 1.1).

Arbitrarily, the CR80 family of computers has been configured into
standard computer models and given simple acronyms. The CRS80

standard models are called:

(] MINI

] TWIN

] MAXIM
. FATOM

The model names are simple descriptors of the characteristic features of

each configuration which are listed below the block diagrams in the

figure.
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As qualified above, system boundaries are arbitrary and somewhat hard to
define since they are truly non-existent. The CR80 product line as such
probably offers the most versatile computer configurations in the in-
dustry. Nevertheless for purposes of standardization, the CR80 systems

cross through 4 smooth transition levels.

The standard CR80 models are divided into two classes - unmapped and
mapped - supported respectively by the AMOS and DAMOS software

operating systems,

The unmapped systems included the

- CR80 MINI, a multiprocessor system with up to 4 CPU's and
256 K words of memory with an operating range of 0.6 to 1.3

million instructions/second; and the

- CR80 TWIN, a fully-dualized version of the MINI with twin

multiprocessors and a dual bused peripheral subsystem.
The mapped systems include the

- CR80 MAXIM, a multiprocessor system with up to 5 CPU's and
16 megawords of memory with an operating range of 0.6 to 2.0
million instructions/second and a Data Channel with a mega-
byte/sec. transfer rate interfacing up to 15 channel units for

control of up to 960 peripheral modules, and the

- CR80 FATOM, a fault-tolerant system comprised of as many
as 16 multiprocessors interconnected through a 512 megabit
message transport; each multiprocessor has the same capa-
bilities as a CR80 MAXIM with 256 megawords of memory and

an operating range up to 30 million instructions/second.




These standard configurations encompass a broad range of physical
characteristics to meet the requirements of the smaller stand-alone user
and those of the largest multi-installation network applications. The four

models offer

- a 50:1 range in instruction execution rate varying from 0.6

mips to 30 mips.

- a 1000:1 range in memory capacity from 512 K bytes to 512

megabytes,

- a 80:1 range in processing power utilizing one CPU or up to 16
interconnected multiprocessors with a maximum of 5 CPU's

each.

- a 400:1 range in connectivity through Peripheral controllers
accommodating a variety of terminations with as many as 960

peripherals or up to 4096 communication lines.

Flexible variation in the size and structure of the CR80 systems are
permitted by the unusual degree of hardware and software modularity.
The hardware essentially consists of fast transfer buses joined to each
other by adapters which allow units on one bus to access those on another.
Dualization at the internal level and multiple redundancy at the system
level provide a CR80 hardware architecture which is exploited by the
DAMOS software operating system and programs to survive operational

failure of individual components.

Reliability, which is increasingly becoming of concern in real-time and
distributed network applications, is achieved in the CR80 computer
systems by applying unique architectural concepts. The CR80 hardware/-
software architecture treats all multiprocessors as equal elements not
absolutely dedicated to a specific role. Fault tolerance and backup are
achieved through an n+l redundance scheme without preassignment of
system functions to specific processors. This is in marked contrast to the
more common rigid dualized configurations often encountered in dedi-
cated applications with on-line master/slave arrangements, or off-line

backup with switchover facility.




The many functional and operational features inherent in the CRS80
computer system configurations presented in this handbook go beyond the
mere physical size variations and expansion options. The CRS$0 MINI,
TWIN, MAXIM and FATOM standard computer models are listed in
chapter 1l. Specific features of the mapped CR80 MAXIM and FATOM
computers are covered in the general overview preceding the detailed
technical presentation in Section 2, and those of the unmapped CR80 MINI
and TWIN computers in Section 5. The corresponding software support
systems DAMOS and AMOS are presented in Section 4 and 6. As a general
introduction and to orient these later detailed discussions, the highlights
of the CR80 Computer Family characteristics are presented here.

The following list of highlights is not exhaustive. Rather, it is meant to
focus on those operational capabilities meaningful to potential users in
varied applications such as private data networks, front-end processors,
data concentrators, multi-terminal systems, real-time on-line systems,
packet-switched networks or process control.

The last part of this section illustrates these facts by application
examples.

CR30 Highlights:

] Distributed processing throughout the CR80 computer family

- Multiple Central Processors

- Multiple CPU's in Central Processors

- Individual Microprocessors in each Peripheral Controller
Module

- Fast separate processor for Interrupt Preprocessing and Data
Channel management

- Multiple Microprocessors handling protocol and logical multi-
plexing of channels to S-Net and X-Net.

. Unique multilevel SECURITY features
- Privileged instruction set of Central Processors, coupled with
Memory Map control and boundary register, prevent un-
authorized access
- Separate SYSTEM/USER state limit data access and process

changes and cause interrupt on attempted violations

- Prevent processes from monopolizing the system resources




15 SYSTEM states with most sensitive part of privileged
instructions only executable in the highest state

Non assigned instructions will cause a trap

General centralized addressing mechanism used whenever

object external to a user process are referred to.

Fault Tolerancy

NO-BREAK computing supported by numerous unique
hardware, software and maintenance features to achieve mean
time between system failures in the order of years.

Multiple Central Processor incorporation of Peripheral
Controller modules providing alternative processing paths.
Economic N+] Central Processor redundancy.

Economic N+1 Communication Interface redundancy.

Dual Powering of Peripheral Controller modules safeguards
against single power failures.

Redundant Fan Units ensures sufficient cooling of equipment
in the event of Fan breakdown or failure in a mains phase
supply.

Short mean time to repair ensured by major system com-
ponents exchangeable from the front with no cable
detachment or special tools needed.

Extensive Quality assurance and control program during design
and production for achieving and maintain the CR80 high level
of module reliability.

Maintenance and  Configuration Processor  subsystem
supervises Power Supply voltages and environmental conditions
and provides reconfiguration of the computer in response to
errors reported by on-line diagnostics, self-checks and status

reporting.

Extensive use of LSI technology

High equipment density achieved by use of RAM's, PROM',
CPU's, USART's, FIFO's, Programmable Logic Arrays and
microprocessors.

Low power consumption, allowing for forced air cooling of
even the largest computer configurations.

Very low space requirements of packed computers.

High speed based on Schottky-TTL technology.
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. Powerful CPU utilized

- Microcycle time 250 nanoseconds

- 16 bit instructions

- Internal pipe lining

- Instruction prefetch

- Comprises dual Arithmetic and Logic Units allowing up to 3
operand arithmetic operations to be executed simultaneous.

- Extensive error checking with roll-back allowing instruction
reexecution.

- Designed for multi CPU, multiprocessor environment.

- Non-mapped and mapped virtual memory capability.

- Field exchangeable single unit,

. Reduced bus contention using CACHE high-speed buffer memory
- Increases CPU efficiency by 40%
- Transfer bus bandwidth utilization increased by 50%.
- No software overhead.
- Real time consistency with content of main memory in multi-

processor environment.

e  Unique TDX/X-Net Local Area Network
- Addresses up to 256 devices on local network.
- Coaxial cable pair allows up to 5000 meters between stations.
- Multiple ports provide common services to work stations.
- Megabit serial transfer buses provide essentially unlimited

front-end throughput and connectivity.

. On-line serviceability and extendability

- Computers partioned in self sustained physical subunits
complete with power supply and cooling,

- Physical subunits galvanically isolated from each other and
interconnected via high speed dual or multiple redundant long
distance data highways,omitting ground loops normally
limiting size and on-line extension of computer systems.

- All major modules, inclusive the power supplies and Fan Units,

are insertable and exchangeable from the front without special

tools.




- On-line exchange and addition of modules without power down
provided by electronic power switches and bus high
impedancing circuitry in the individual modules.

- Extensive individual module self test at power-on provides
immediate visual indication to operator of hardware status.

- Wide range of maintenance and diagnostic programs.

- Early warning of error prone conditions and preventive fault
correction made possible by the Maintenance and
Configuration ~microcomputer monitoring power supply

voltages and environmental conditions of subunits.

Maintenance and Configuration Processor

- Stand-alone system Watchdog microcomputer —monitors
equipment status through physical sensing.

- Voltage variations of power supplies monitored with A/D
converters.

- Fault Tolerancy computer reconfigurations, based on
accumulated on-line diagnostics, selfchecks and status
reporting.

- Distributed monitoring and control of all computer subunits
through separate redundant, galvanically isolated connections.

- Fail-safe switch-over to manual set-up of configuration in
case of error in the Maintenance and Configuration Processor
itself.

- Manages the economic N+l redundancy switch-over of

communication lines.

DAMOS, Distributed Advanced Multiprocessor Operating System

- Unifies multiple mapped virtual memory multiprocessors into
a high performance computer (MAXIM and FATOM).

- Support mapped computers ranging from single Central
Processor with 1 CPU and 128K word of Memory, and up to 16
Central Processors each with 5 CPU's and 16 Megaword of

memory.
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High efficiency, flexibility and security in real time environ-
ment, but also supports software development and batch.
Virtual Memory management by demand paging, but process
swapping is also supported.

Provides process management, interprocess communication,
basic and high level device handling, including interactive
terminals, communication lines and file structured backing

storage devices.

Comprehensive suite of software development tools and
utilities, the following languages are presently available:

- Assembler

- SWELL, the CR80 system programming language

- PASCAL

- COBOL
the following languages are announced:

- FORTRAN 77

- ADA.

AMOS, Advanced Multiprocessor Operating System

Standard operating system for non-mapped CR80 multi-
processor computer (MINI and TWIN).
Supports unmapped computers ranging from 1 to 4 CPU's and
up to 256 Kilowords of memory.
Aimed at real time applications, but also supports software
development and batch.
Provides process management, interprocess communication,
basic and high level device handling including interactive
terminals, communication lines and file structured backing
storage devices.
Compatible with DAMOS at the level of Input/Output, whereas
process management and communication are different.
Wide range of software development tools and utilities, the
following languages are presently available:

- Assembler

- SWELL, the CR80 system programming language

1-9




- PASCAL
- COBOL
the following languages are announced:
- FORTRAN 77
- ADA.

. CR80 Multivendor and standard NETWORKING capabilities
- Mainframe Channel interfaces and drivers
1BM
UNIVAC
ICL

- Network
Network Management
Transport Station
X25 level 3

- Line Protocols
Start/Stop
HDLC
SDLC (IBM)
UDLC (UNIVAC)
X25 level 2
BSC multipoint
BSC point to point
BSC transparent
CO2 (ICL)

CO3 (ICL)

- Device Protocols
TTY
BSC 3271 (IBM)
2780/HASP (IBM)
3276/3767 (IBM)

3274 (IBM)
7502 (ICL)
TC500 (Burroughs)




CR380 Application Examples

The remaining part of this chapter illustrates by four case stories the
versatility of user applications in which the CR80 computer family is
applied:

1. Corporate packet switched network incorporating eight CR80
MINI nodes and a CR80 FATOM Network Center with multi-
vendor Mainframe support. The network combinedly supports
the IBM-SNA and X25 /ISO architectures.

2,  Banking network including eight CR80 TWIN based nodes

interconnected via a public packet switching network.

3. A CR80 MINI based small front end for ICL computers
interfacing to terminals via IBM 2780 protocol.

4. The CR80 Commercial EDP packages on CR80 MINI's for a

California Supermarket chain.

Further user application examples can be found in the introductory parts

of chapter 8 and chapter 14.




CR80 Application Example 1.

Corporate Packet Network

A corporate data communication network (LME-NET) is delivered for a
major international Telephone and Telecommunications Company, to
cover the need within the organization with regard to data communication

between data centres and terminal users.

LME-NET is based on the CR80 FATOM computer and numerous CR8&0

MINI nodal computers, the first phase shown in figure overleaf consists of:

. a network centre,

[ a fault tolerant host interface processor system for connection of
IBM and UNIVAC computers,

[ 10 switching nodes where traffic is collected and directed to the
receiver,
. a number of leased lines between the nodes, eight of which are in

Sweden, one in Copenhagen and one in Madrid.

In the later phases, the network will be enlarged with:

. more network control centres, which will enable certain distributed

control parts of the network,

[ more geographically distributed host interface processors, and

optional interfaces to other host mainframe types (e.g. ICL),

. connection via satellite to new nodes (e.g. in Brazil).
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CR80 Application Example 1.

The LME-NET architecture is based on the following concept:

[ A general standardized transport facility is provided. The network
follows international standards for packet switch data networks, as
defined by CCITT in the recommendation X.25. This enables later
connection to public networks and ensure the adaption of LME-NET

to future standards.

. Existing Mainframes and terminals will be connected to the general
network by means of mechanisms in the network which do not

require modifications of the existing system.

The above enables the layered structure of LME-NET following recognised
principles of system construction in general, and network construction in
particular (acc. to ISO's seven-layer model for network: Open Systems

Interconnection Reference Model).

LMENET has the following functions:

[ a complete monitoring and control of the network independent of

host computers connected,

. emulation of a network, complying with IBM's Systems Network
Architecture (SNA) in order to establish communication between the
IBM user programs and the SNA terminals and certain non SNA

terminals.

° emulation of a network complying with UNIVAC's Distributed
Communication Architecture (DCA) which enables a communication

between UNIVAC user programs and terminals,
(] direct program to program communication,

[ different traffic types with different resource requirements,
- dialogue/interactive traffic
- batch traffic,
- transparent traffic

- terminal to terminal message traffic.




CR80 Application Example 2.

Bank Network

A bank network has been supplied to a major international bank.
This network, consisting of eight CR80 TWIN computers at geographically distributed
sites and interconnected by a public packet switching network, has the

following features:

. One of the CR80 TWIN computers is nominated to provide Network
Management Services (NMS).

] The rest of the CR80 TWIN computers have a number of Burroughs
terminals and upto two ICL 2900 mainframes attached to each.

° All the network users - the terminal operators and the mainframe
applications - have access to one another according to the "open"

systems architecture (ISO).

o Application programs are considered as distributed resources which

are shared by the operators.

L] A distributed resource sharing scheme is used to allocate the

application resources.
. Closed User Groups (upto application level), priority and password
schemes are used to control the use of the above mentioned

resources.

. Local network control is provided to operators at each CR80 TWIN

site.
° Remote network control is provided to NMS-operators.

. The NMS is designed to be the normal network operating centre, but

the network operation is not dependent on it.




Dual ICL 2900 ()

X25
Connection

PUBLIC
PACKET
SWITCHING
SERVICE

Major bank packet switch network




' CR80 Application Example 2.

. The integrity of the data transmission across the public network is
guaranteed by a data transport system utilizing a standardized

transport protocol.

] Although the network level routing is performed by a public network

in the given example, it is possible (optionally) to include routing
| algorithms and the management of routing information between the
CR80 TWIN's such that they may be connected directly via leased

(X75) lines and thus act as intermediate nodes.

i
|
E In the following some of the redundancy features are discussed with
! reference to the detailed block diagram of one of the CR80 TWIN
; computers shown overleaf:
|
|
. Dualization aspects of the CR80 TWIN's allow the two processors to

operate in either a load sharing mode or in active + hot standby

mode. The changeover to the hot standby is without manual

intervention.

° All data transfer to and from communication lines is via micro

computer based Line Termination Units (LTU).

. The protocol firmware to be used on each LTU is downloaded from
the CR80 TWIN.,

l . N+1 redundancy is provided by providing a spare LTU for each group
of 8-12 LTUs. Line diagnostic software automatically detects a
faulty LTU and switches in the spare LTU. The spare LTU is then
automatically loaded with the correct protocol and line
configuration to continue the service provided by the (now) faulty
LTU.

When the faulty LTU is repaired and replaced, the software auto-

matically switches the repaired LTU back in action.

° Networks similar to this example have also been installed at a

\ number of customer sites in the U.K.
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CR80 Application Example 3.

Small Front-End System:

The figure overleaf shows an example on a CR80 MINI based small front-
end system, of which six have been delivered by Christian Rovsing A/S for
use by a public utility company.

° The front-end has a single PU with only one CPU.

) A host interface module interfaces the system to an ICL mainframe.

. A single LTU provides access to four communication lines running
the IBM 2780 protocol.

) All incoming messages on a line are routed to the mainframe and
vice versa.
. There is no rerouting of messages between communication lines.

] Dependent on the complexity of the processing of the individual
messages through the system, this type of system handles 5-10

transactions per second.

. Further throughput is gained by increasing the number of CPU's in

the system.




HOST

|
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One of six small CR80 MIN] Front End Compufers used by a

public utility company




CR80 Application Example 4,

Commercial EDP System

Overleaf is shown one of two CR80 MINI Commercial EDP Computers for
use by a large California Supermarket chain. The systems are based on
the standard commercial software packages (CROPS, CRMINI) available
with the AMOS operating system, By adding more CPU's to the CR80
MINI the system can be expanded up to 4x300 M Byte disc capacity and

128 workstations,

The CR80 MINI, model 801 handles the following amounts of data:

Up to 50 Supermarkets.

Up to 10,000 reordering transactions per week for each store.
Up to 40,000 items.

Up to 5,000 credit customers/suppliers.,

Up to 8,000 general ledger accounts.

Maximum 20,000 open purchase order lines at any given time.

Maximum 100,000 main grocers invoice lines per week.

Statistics with specification to Item Number levels for the last 4

weeks and twelve 4-week periods backwards.
Data Security:

. The system is guarded against unauthorized use by user code and
passwords. Through password codes, users have access to specific

routines, but not other.

. In case of errors in the computer or in the data base, the system is
protected against loss of data by the automatic recovery procedure.
Recovery is based on logging all updating transactions and copies of
data bases,

Program Language:

. The commercial package is coded in ANSI Cobol. The Cobol
compiler is an industry efficient 2 pass compiler, fulfilling the
American National Standard x3.23-1974 Level 1, with almost all

Level 2 features.
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CR80 Application Example 4.

The CR80 AMOS and CROPS software is an advanced general purpose
multitasking transaction oriented system, which provides communication
line and data base control functions in local and distributed terminal

based systems, with the following features:

Communication Lines and Data Base Control
Local or Distributed Terminals

General Purpose Virtual Terminals

Low Transaction Overhead

Index Sequential File Access

Comprehensive Print Spool Facilities
Extensive Recovery Procedures

Data Security

Broadcast Facility

Send Transaction Direct

Send Transaction Indirect

Development Tools

- TOS, Interactive Terminal Environment
- CMI, Command Interpreter

- Text Editor

- COBOL Compiler

- SWELL Compiler

- PASCAL Compiler

- Linkers

- Debugger

- Print Spool

- File Utilities: Create, Delete, Copy, Dump etc.

- Screen Picture Generator
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CR80 Application Example 4.

The CR MINI Commercial package contains the following modules:

Order Entry

Invoicing

Direct Deliveries
Purchase Management
Inventory Management
Stock Taking in Stores
Stock Taking in Warehouse
Sales/Cash Figures
Invoice Control System (Main Grocers)
Accounts Payable

Retail System

Accounts Payable

Fixed Assets Depreciation
Payroll

General Ledger

Report Generator/Statistics

The modules are described in more detail in the following:

] Order Entry

Orders from the stores are recorded on and transmitted by handheld
terminals to the central computer. Here the orders are optimized

by item and split by store.

. Invoicing

After items have been picked at the warehouse, possible corrections
to volume are entered directly into CRT and an internal invoice

produced. This can also accompany the shipment to the store.

Alternatively, the system will produce a weekly invoice for each
store covering all the supplies delivered that week. This includes

own products and those from direct vendors and main grocers.




CR80 Application Example 4.

. Direct Deliveries

Invoices from vendors who have delivered directly to the store are
controlled by the head office through a simple but effective

validation process.

On request, the CRT will display an open order of items and prices
from a specific vendor. Only the number of items will be entered
after which the system generates an invoice copy that is matched
against the original invoice. Deviations are printed out and sent to

the purchasing department for approval.

Validated invoices are sent automatically to accounts payable. The

store's account and vendor account are immediately updated.

. Purchase Management

Orders for delivery to the warehouse are registered in the purchase
management system as open orders. In this way the buying

department has a clear picture of items in stock and in transit.

When merchandise is received at the warehouse, it is registered in
the CRT which automatically removes it from the open order file
and updates warehouse stocks. Vendor invoices are registered on
receipt without affecting the status of the warehouse since this is

updated on physical receipt of goods.

. Inventory Management

Inventory management control checks quantities and prices against
the original purchase orders. The system ensures that you are
paying for what was received and at the right price, and that
merchandise received is in accordance with original orders, or other

criteria, depending on source of delivery.
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CR80 Application Example 4.

For warehouses, there is an automatic inventory control with
automatic re-ordering levels, inventory status list and price lists. An
item inquiry request or price correction can be done at any time in
an on-line mode. with reference to certified grocers items, an
automatic price change control routine will be built into the system

and produce a deviation report.

. Stock Count in Stores

Stock counts are recorded on handheld terminals and transmitted
on-line to the central computer. The system then produces an
overall stock-taking value report by store/department/category

which is then transferred to the retail system and general ledger.

. Stock Count in Warehouses

Stock counts are recorded on handheld terminals registering
quantity per item. The computer then produces stock count reports
and itemized deviation lists. Inventory can then be adjusted with

new in-stock figures.

) Sales/Cash Figures
Sales and cash figures are transmitted by hand terminals or a
number of p.o.s. terminals to the central computer. For stores with

scanners a scan movement catalogue will be produced once a week.

. Invoice Control System (Main Grocers)

The open order file for main grocer orders is adjusted against
receipt of delivery notes, and then controlled automatically against
grocers invoice tape. A deviation list is produced for controlling

prices and quantities.
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CR80 Application Example 4.

] Accounts Payable

The accounts payable system facilitates cash flow management and
-control. Via the purchase system cash forecasts can be made. The
system keeps track of all invoices, payment terms, and check lists.

The system will write checks, print statements, labels, open posting

lists, age analysis and movement lists of vendors on-line.

. Retail System

The retail system calculates retail prices and profits by
store/department based on cost price of delivered items, refunds,

and shrink percentage.
The retail system also calculates stock values by store for entry into
the general ledger until actual stock count figures are entered to

replace stock values.

. Accounts Receivable

Accounts receivable covers two functions in the system. One is to
give a statement by store/department for purchases during a period.
This gives management the opportunity of monitoring stores daily or
periodically.

The second function is to keep track of regular credit customers and
their payments. The system will calculate any penalty interests,

produce dunning lists, and age analysis reports.

. Fixed Asset Depreciations

This module is in accordance with the American practice and
standards. Depreciations are input into the general ledger.
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CR80 Application Example 4.

Payroll

Payroll system with Input to general ledger.

General Ledger

The information flow from all the other modules is available to the
general ledger. The system can produce status reports for top
management. These include trial balances, profit and loss accounts,
cost allocation reports, collation of results and budgets this
month/year, and last month/year. The system gives information on
stores as profit centers, in totals, or by numerous criteria in key

areas.

Report Generator/Statistics

Data from sales order entry and purchase management are stored in
the statistics file under a number of customer/supplier and item

criteria.
Presented in 5 pre-defined print layouts, information can be

retrieved when required from the statistic file. Sorting, printing,

and totalling is fully user driven.
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2.

2.1

CR380 MAXIM and FATOM Computers

General

Christian Rovsing A/S with the CR80 MAXIM and FATOM virtual machines
has introduced a new and powerful architecture for ultra-reliable, easy to
maintain and modular fail safe computers. The high speed memory mapped
multiprocessor computers have been designed to provide modular growth in
processing power and memory requirements to cope economically with the

requirements of:

] General purpose computer systems
. Front end processors

. Packet switches

. Concentrators

. Process control

[ On-line systems

L Terminal systems

The illustration overleaf shows that the CR80 FATOM computer tightly
couples Processing Elements (Multiprocessors) together via the S-NET, the
Processing Element (PE) being constituted by a Processor Unit (PU) and
elements of Channel Units (CU's) attached to the interconnecting Data
Channel. Each peripheral connects to two Processing Elements (PE's), one PE
being the active processor for a connected peripheral, the other the back-up
processor. Also it is seen that the CR30 MAXIM (Memory mapped Maxi-
computer) is the single Processing Element (PE), non-redundant subset of the
CR80 FATOM (Fault Tolerant multiprocessor), otherwise they have identical

high performance characteristics.

The CR80 FATOM fault tolerant computer differs from other computers
(large, medium or small) in that it, based on a unique distribution of its
memory providing nearby unlimited processing power, up to more than 30
Million instructions per second (MIPS) in a 16 PE configuration, together with
minimum added hardware to achieve its "self repair" features and 256 Mega
word maximum memory size. Extensive hardware checks have been incor-
porated throughout the CR80 architecture, supporting integrity and security in
execution of both application and system programs, ensuring that erroneous

interaction among users, as well as with the system software is prevented.
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This is extremely important during software maintenance and development,
once a fault tolerant system has been brought operational, as well as

facilitating the initial software development and debugging.

The CR80 architecture and DAMOS system software supports modularily the
total spectrum of virtual memory machines, from the 0.6-2.0 MIPS MAXIM
multiprocessor computer with one or more CPUs, up to the more than 30
MIPS, N+1 redundant FATOM computer, incorporating the cost effective
approach of only having | single spare unit, capable of backing up for any of N
working units. The CR80 can be upgraded in the field, often without stopping
operational use, due to its on-line maintenability and unique galvanic isolation

between system elements at the card-magazine level.

A CR80 Processing Element (PE) constitutes either a uni- or multiprocessor
computer with from | to 5 CPUs (.6 to 2 MIPS). The CR80 FATOM connecting
16 Processing Elements (PE's) together via the extremely fast S-NET (up to
512 Mbit/sec.) into a tightly coupled multicomputer with more than 30 MIPS
capability. In addition all lower levels of input/output processing is distributed
to Peripheral Processors in the Channel Units (CU), this further enhances the

CR80 above the simple accumulated processing power of the CPUs.

The Peripheral Processors communicates with PE's through one port of a triple
ported memory, the two other ports allowing for this memory being part of the
address space of two Processing Elements (PE's), which ensure an alternative
Processing Element, in case of a Processing Element (PE). failure. The
Peripheral Processor and associated three ported memory is physically located
in a Peripheral Module housed in a CU.

The CR80 computers also gain their strength from high speed intelligent
multiplexed Direct Memory Access (DMA) channels between the distributed
memory in PUs and CUs. The imbedded channel processors (S-NET & INTRA
MEMORY) with minimum interruption of the CPUs autonomeously handle and

ensure the integrity of hundreds of simultaneous active logical channels

between processes.




The CR80 FATOM basic system philosophy is to achieve N+1 redundancy on all
levels, both for Processor Elements and Peripheral Interfaces. A unified
system approach to software in a redundant system, relieving application
software as far as possible of mechanisms and functions necessary for fault
tolerance, moving these to the system S/W. Thus the CR80 FATOM Computer
is designed to have no single points of failire on a system basis, this includes
all parts of the system: Processors, busses, /O devices, power supply, cooling
and software in order to achieve a continously available no-break computer.
The on-line maintenance features, allows any failed module to be exchanged

and tested, without interrupting system operation.

Furthermore the CR80 modular packaging and integration system, ensures the
capability for expansion of a CR80 FATOM Computer to virtually any physical
size, using only a few standard types of modules and cables, as well as
achieves the cost efficiency of both the single and fault tolerant CR80

Computers.




2.2

2.2.1

System Organisation

System Overview

The CR80-memory mapped computers are of modular construction, allowing
the system architect to configurate Computer Systems with a performance
ranging from a single (MAXIM) computer with from 1 to 5 CPUs and few
peripherals up to a complex failure tolerant (FATOM) computer system with
up to 80 or more CPU's and nearly unlimited amount of peripheral equipment

and communication lines, by use of few standard items.

In the CR80 Functional Overview shown overleaf (Fig. 2.2.1-1), the basic
elements are readily identified as S-NET, TDX (X-Net), Processing Elements
(PE's) and Peripheral Processors (PER.PROC.), Data Channels and two types of
basic units, Processor Units (PU) and Channel Units (CU).

Each Processing Element (PE) looks to the user as a multiprogrammable multi-
processor (up to 5 CPUs) virtual memory (16 Megawords) and demand paging.
Processing Elements (PE) send messages to other Processing Elements (PE)
Memory and receive messages in own Memory via the S-NET. As all data
transfers via the S-NET is through both the Memory Map of the source PE and
the destination PE, full hardware protection against unintended interference

between PE's is ensured.

A Processing element (e.g. PE no. 1) is physically implemented in two types of
crates (card cages), the Processor Unit (PU) containing all address sourcing
devices (CPU's and DMA's) and the first Megaword of the PE-Memory, and a
number of Channel Units (CU's) containing additionally up to 15 Megaword of
PE-Memory. the Channel Units (CU's) furthermore, contains the Peripheral
processors interfacing peripherals (e.g. Disc, Tape, terminals, commnication
lines etc.) to the Processing Element. The Memory Bus of the PE is divided
into three parts (P, C and D) with the Memory Map centrally placed, in order

to optimize processing and access to Memory.
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The P-Bus (P) is reserved for the Central Processing Units (CPU's). The C-Bus
(C) is utilized by Direct Memory Access (DMA) devices, e.g. the S-Net/TDX
Interface (STI) DMA's and the INTRA MEMORY DMA positioned in the MAP
module.  The memory extension bus (D), commonly named the DATA
CHANNEL, is shared by CPU's (on P-Bus) and DMA's (on C-Bus) for access to
PE-Memory positioned in CU's. The memory extension bus (D) gets its channel
like characteristics, due to the intelligent C-Bus DMA's and their associated
embedded processors. Only passive PE-Memory is attached on the bus (D)
itself. The P-Bus and C-Bus operates independently of each other (although
multiplexing the use of the Memory Map). This allows processing in the PE by
the CPU's to continue without interference during bulk data transfers with the
S-Net, TDX (X-Net) or within the PE-Memory.

Peripherals (Disc, Terminals, communication lines etc.) are attached by
Peripheral Processors (PER. PROC.), that performs distributedly the 1/O
processing associated with the specific types of attached peripheral devices,
and directly communicates Data and status/control messages to PE-Memory.
The parts of PE-Memory accessible by Peripheral Processors is compart-
mentalized. A Peripheral Processor can only access its own compartment, and
not that of another Peripheral Processor or parts of PE-Memory allocated for
general processing. The combination of a Peripheral Processor and compart-
mentalized memory is defined as a Peripheral Module. This insures integrity
and security of Input/output, as well as each Peripheral Processor having its
own path to PE-Memory, results in omission of the restrictions and speed
degradation of the commonly used multiplexed I/O access to memory. It is
seen from the foregoing that three distinct levels of multiprocessing are found
in the CRg0:

. Processor Elements (PE level)
° CPU's within a Processor Element (CPU level)
° Peripheral Processors (PER. PROC. level)

Physical Memory can be incorporated into one or two Processing elements as
shown in the CR80 MAXIM and FATOM Memory layout overleaf (Fig. 2.2.1-2).
This allows for Bulk Memory or Compartmentalized Memory associated with
Peripheral Processors, to be part of the memory space of two PE's, As both
PE's can process data found in the common part of their memory, this provides
for the Fault Tolerance of the CR80 computer in case of failure of a PE. It
enables other PE's to take over processing associated with common parts of
their Memory (Bulk or Compartmentalized).
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In systems where a Peripheral Module group in a CU, can not tolerate a
failure, the N+l redundancy principle is implemented by having a spare
Peripheral Module available in the CU. This spare Peripheral Module takes
over the operation of any failed Peripheral Module by switching of the physical
peripheral device interface to the Peripheral Module. This is controlled by the

Maintenance and Control Processor (MCP) described in a later section.

The S-Net (Intermemory Communication Network) provides high-speed trans-
port of data between Memory of Processing Elements. Each Processing
element interfaces to the S-Net with from 1 to 32 coaxial twisted pair cables
(SUPRA-BUSES). Galvanic isolation via transformer interface to the SUPRA/-
TDX Interface (STI) DMA's, avoids ground loops between Processing Elements.
The information transfer is multiplexed on the twisted-pair cables, each
carrying 16 Megabits serial transmission under packet protocol protection
which ensures error free transmission. The Processing Element interface to
the S-Net thus is modularly expandable, by adding SUPRA BUSES, providing a
port to up to 512 Megabits of S-Net traffic (32 x 16 Megabit). The S-Net
achieve high system reliability and provides multiple redundancy, in that
traffic on a failed SUPRA BUS automatically by the protocol is distributed to
the other SUPRA BUSES. A Processing Element can communicate with up to
15 other Processing Element via the S-Net. The S-Net/TDX Interface (STI)
DMA modules alternatively, or mixed with SUPRA BUSES, provide interface
to the TDX (X-Net) Local Area Network (LAN) for connecting to Peripheral
devices (Terminals, Printers, Process Control, Communication Lines etc.) and
other Processing Elements, within an area of up to several square Kilometers.
The TDX (X-Net) Local Area Network is described in detail in chapter § and
14 of this handbook.

Interrupt handling within a Processing Element is done centrally by the
Interrupt Preprocessor found in the MAP module. The Interrupt Preprocessor
receives interrupts transmitted serially from C-Bus DMA's, Timers, Peripheral
Processors etc., queue the Interrupts and compare them with interrupt masks
and CPU priorities, The CPU is only notified CPU via a direct notification

line, when an actual context switching is to take place, thereby relieving the

CPU's of tedious and time consuming Interrupt handling.




2.2.2 Processor Unit and Channel Units

The following sections describes PU and CU packaging and organisation.

2,2.2.1 CR80 Modular Packaging

As for the processing system design, great emphasis has been put on Failure
Tolerance and modularity of the packaging, cooling and Power Supply sub-

systems.

The CR80 modular fault tolerant computer system is assembled using standard
modules (printed circuit cards) housed in Processor Units and Channel Units
(Card Cages). The Units are interfaced by galvanically isolated transfer buses,

structured as shown below (figure 2.2.2.1-1) and described in the following.

S-NET (SUPRA BUSES)
T0 OTHER

PROCESSING ELEMENTS

PROCESSOR
UNIT
_ CONFIGURATION
_ | OATA BUS TO MCP
T aaN] CHANNEL
Nl B
—JuniT j DATA CHANNEL TO
— |7 PROCESSOR UNIT IN OTHER
PERIPHERALS AND 7 l PROCESSING ELEMENT
COMMUNICATIGN i
LINE INTERFACE P
—cHan |
TNEL
— N BB T omwer
- PROCESSING ELEMENT

Fig. 2.2.2.11
Processing Element, Units and Buses




Units are housed in 19" Crates (Card Magazines) for installation in standard
19" Racks, as shown overleaf (Figure 2.2.2.1-2). A Crate contains a 25 slot
Front Magazine for insertion of up to 17 Printed circuit card modules and 2
Power Supply modules, the two upper rows of connectors is each
interconnected by multilayer printed circuit buses, while the lowest row of
connectors are connected individually via flatcables to corresponding
connectors in the Rear Magazine, The |9 slot Rear Magazine, which can be
pivoted down for access to Crate internal cabling, holds Adapter modules
providing the interface and cabling to external devices (S-Net, Peripherals
etc.) for their corresponding Front Module. Also a number of slots is provided
outside the Rear Magazine, at the rear of the Crate for insertion of bus
termination cards and interface cards to the Data Channel bus. Keeping all
external cabling at the rear of the Crate, allows all front modules (CPU, RAM,
Peripheral Modules etc.), inclusive the plug-in Power Supplies, to be exchanged

quickly without use of special tools.

Below each crate (PU or CU) in the CR80 system is installed an exchangeable
FAN Unit, which by forced air cools the modules in the crate. To ensure
continuous air flow, the FAN unit is redundantly constructed with the
airstream being provided by two sets of blowers, each being powered from
different Mains phases, and each with a capacity sufficient for cooling the
entire crate over a prolonged period of time. This ensures the failure tolerance
of the FAN unit, both against a Mains phase falling out and mechanical

breakdown of a blower,

One, or two power supply modules operating in parallel, are installed, in each
PU crate dependent of the required power consumption, A power supply failure
in the PU will cause the PE to stop processing, but it will not influence the
system operation, as processing of the failed PE will be taken over by the

remaining operating PE's,

In each CU crate two Power Supplies are installed, each backing up for the
other in supplying the modules installed in the crate - distributing power via
separate Buses. This power scheme ensures that a single power supply can fail
without influencing the operation of the modules in the CU crate due to the

special Power Supply ORing-circuit in each of the modules, The power ORing-

circuit contains a current limiter which ensures that a short in a module will
not draw excess power from the power supplies, and thereby interrupt the
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2.2.2.2

operation of other modules in the crate,

A second function of the Power ORing-circuit is, in combination with a
slightly shorter pin in the interface connector between the Peripheral Module
and the busses, to allow on-line replacement of a module in an operating CU-
crate. The shortened pin will disconnect first and connect last, when a module
is removed or inserted, as this pin (via an integrating circuit) controls the
current limiter in the Power ORing-circuit, power to the module is therefore
removed, or applied without spikes on crate-busses during module exchange.
Also because of the special bus driver/receivers used, which have high
impedance against the busses when the power is removed, no interruption

occurs in operation of the Data busses during module exchange.

BIT (Built In Test) are found in most CR80 modules, The test starts
automatically when power is applied to the module and lights the red TEST
LED on the front plate, When the internal test cycle, which lasts a few
seconds, has been run through successfully, the TEST LED is estinguished to
indicate this, otherwise it will remain on,

The red color is reserved for the BIT function, giving the CR80 computer its
characteristic appearence when power is applied, the modules in the system
will then light red and after a few seconds estinguish only leaving an

eventually failed one still on, easily identifyable for exchange.
Other built in test functions, which are not destructive of the normal module
function, are used for error detection by the CR80 on-line diagnostics, during

actual operation of the computer,

Processor Unit Organisation

Installation of modules into the PU-Crate is shown overleaf (Fig. 2.2.2.2-1).

As previously described, interconnection of the PU modules is performed by
means of two parallel transfer buses, the P-Bus and the C-Bus implemented as
two backplane printed circuit boards, The buses have identical electrical and

timing specifications with the following characteristics: transfer rate up to 4

megaword/second (16 bits + 2 parity bits), addressing of | megaword as word
or byte, The P-Bus is the transfer bus for the Central Processor Units
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(CPUs), while the C-Bus is used as transfer bus by the C-Bus modules (DMAs).

The central processor units, CPUs, are general purpose processor units with a
word length of 16 bits and the ability to address 64Kword of instruction and
6uKword of data. All data/instruction transfer performed by the CPU are via
the P-Bus and the memory MAP to the memory, Referring to Fig. 2.2.2.2-2
overleaf, physically, the CPUs and the memory MAP are connected to the
same P-Bus, but logically the CPUs recognize the MAP as being located

between the memory and the CPU,

Each CPU includes a private |Kword Cache Memory. This diminishes the load
on the P-Bus, as CPU's often will find addressed memory locations in the
Cache Memory,

The function performed by the memory MAP is to expand the addressable
memory area to 16 megaword of which | megaword can be located in the PU
as dual ported Memory, while the remaining 15 megaword can be located in
CU's on the Data Channel Bus (accessed via the MAP Interface Adapter, MIA).
Besides the address translation, the MAP also provides memory read/write
protection, with protection performed individually for each 1K page of the

memory.

The functions performed by the MAP on the P-Bus transfers are also
performed on all C-Bus transfers. This means that the C-Bus Modules can
access the complete 16- megaword memory area, subject to memory

read/write protection,

Beside the address translation described above, the MAP module also includes
the INTRA MEMORY DMA function, interrupt preprocessing and Data Channel
Bus interface. The DMA is used for block transfer within the complete 16
megaword of Processing Element memory. The DMA is under control of the

system software,

The interrupt preprocessing performed ensures that only  interrupts with
sufficient priority will cause a context switch in one of the CPUs, while all
other interrupts will be queued by the MAP, until the status of a CPU allows

service of them,
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2.2.2.3

Transfer on the Data Channel Bus will be performed by the memory MAP (via
the MIA module) when the addressed location is not within the PU Memory
addressing space (I Mword).

The STI module contains DMA and associated processors for autonomeous
multiplexed transfer of datablocks to/from the total 16 Mword PE-Memory. It
interfaces via up to 8 SUPRABUS Adapter modules to the S-Net. Each
SUPRABUS Adapter contains receive and transmit buffer and transformer
interface to one 16 Mbit SUPRABUS, Up to four STI modules can be installed
in a PU, allowing for interfacing a total of 32 SUPRABUSES (512

Megabit/sec.) to a Processing Element.

Channel Unit Organization

The organisation of Channel Units is shown below (Figure 2.2.2.3-1) and

installation of modules into the CU-crate is shown overleaf (Figure 2.2.2.3-2).

________________________ .
:- CHANNEL UNIT | Data Channel PE #a
I !

: | DATA_BUS A ClA- !

| |

1 l 1

l Eol EOl | f 4 |

} R D u u l

|

| TIT T

Pt DATA_BUS B B

[ — |

| l l'rd' C |

| A A L ¢ | Data Channel PE# b
I i) D I A '

| T T A !

| = |

| |

|

| { Configurafion Bus
e NV - to MCP

Figure 2.2.2.3-1 Inferface Connectors to Peripheral Devices

Interconnection of the CU modules is performed by means of two parallel
transfer buses, Data Bus A and Data Bus B, implemented as two backplane

printed circuit boards, The buses have identical electrical and timing

specifications with the following characteristics: transfer rate up to %
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megawords/second (16 bits + 2 parity bits), addressing of 1 megaword as word
or byte.

Data Bus A interfaces to the Data Channel of one Processing Element, and
Data Bus B to the Data Channel of another Processing Element via Crate
Interface Adapters (CIA-A and CIA-B respectively).

The Channel Units contains Memory Modules and Peripheral Modules. The dual
transfer bus structure ensures that a single point failure will not stop

operation of more than one Peripheral Module.

The physical interface to the peripherals, communication lines etc. is an
Adapter module located at the rear of the CU Crate. For interfacing to
communication lines, a special Adapter module (LIA-S) is available. This
module is able to select a spare LTU module to be used instead of a failing
LTU module. This selection is under control of the Maintenance and
Configuration Processor MCP, The spare LTU can be back-up for a number of
active LTU's (N+] redundancy). As the internal bus structure is dualized, the
power input is taken from two separate sources to ensure that a failure in one

power source can not stop the CU operation,
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2.2.4

The Data Channel

The Data Channel Bus is a 1.2 Megabyte/sec., byte serial, twisted wire bus.
Through the combined address space and physical length it jointly extends the
P-Bus and C-Bus in the Processor Unit (PU) to the attached daisy chained
Channel Units (CUs), Only address destination modules (memory) can be
attached on the Data Channel Bus. All access is from the PU through the
memory MAP; The MAP automatically routes accesses to physical memory
addresses above | Mword out on the Data Channel Bus. At the hardware level
the Data Channel is viewed by the CPU's as a physical memory extension to
the P-Bus in the PU. At the system level, However, the Data Channel is
viewed by the CPUs as more intelligent due to the C-Bus DMA processors.
The C-Bus Processors (INTRA MEMORY DMA/Interrupt processor and
SUPRA/TDX processors) attached to the C-Bus in the PU, concurrently with
the CPUs and under their control, can execute high level programs for moving
data in the total memory of the CRg80. Data can be moved within the
Processing Element by the INTRA MEMORY DMA; and between Processing
Elements via the S-Net, Data is moved as single data words, data blocks or as
block multiplexed data streams, where up to several hundred simultaneous
logical connections are handled autonomously by the C-Bus processors,

requiring only high level interaction with the CPUs,

Peripheral System Architecture

Each Peripheral Device (Disc, tape, terminals, communication lines etc.) or a
group of Peripheral Devices are attached to the CR80 by a Peripheral Module.
A Peripheral Module, see fig. 2.2.4-1 overleaf, contains Compartmentalized
Memory and a Peripheral Processor.

The Peripheral Processor (Microcomputer or bit-slice (CPU) handles the Peri-
pheral Device interface, as well as lower level 1/O processing (part of device
handlers, communication protocols etc,) and store/fetches data in the Com-
partmentalized Memory via the Peripheral Module I/O bus, The Compart-
mentalized Memory (typically 16-64 Kilobyte) is part of the Memory space of

one or two Processing Elements,
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The Processing Security is thus enhanced, in that Processing Element Memory
is Compartmentalized in Peripheral Modules so that a memory fraction is
handed over to only one associated Peripheral Processor. Distributing 1/O
processing to Peripheral Processors provides a separate level of multi-
processing in the CR80 architecture, relieving the CPU's of real-time, device
or character dependent processing , this together with each Peripheral
Processor having its private I/O Bus to Processing Element Memory, thereby
omitting Multiplexed 1/O Channels, provides for the remarkable peripheral
connectivity and throughput of the CR80. Also as Compartmentalized
Memory is simply a part of Processing Element Memory, CPU's can directly
access and process data without further movement.

The program executed by a Peripheral Processor, is either contained in PROM
or in RAM, in the latter case this provides for loading the program from the
Processing Element via the Compartmentalized Memory to the Peripheral
Processor RAM. This allows standardization of Peripheral Module hardware by
providing software adaption of a module to different peripheral devices. An
example is the CR80 Peripheral Module for Communication Line Interfacing
(Line Termination Unit, LTU), the standard LTU dependent on program loaded
when initialized, copes with level 1 and 2 of most Asynchroneous,
Synchroneous and Bit-synchroneous protocols (V24, BSC, HDLC, SDLC etc.) as
well as variations in the line interface (control line options, different clock
sources etc.). The soft-load feature is furthermore important, as discussed
later, for N+1 redundancy between Peripheral Modules, in that the common
spare Peripheral Processor can be loaded with adaptation software corre-
sponding to that of the faulty Peripheral Processor it replaces.

Protection against un-availability of Peripheral Devices in case of failure of a
Processing Element, is ensured by Peripheral Module Compartmentalized

Memory being part of Memory Space of two Procesing Elements.

Referring to figure 2.2.4-1 showing peripheral module, Data Bus A, Data Bus B
and Crate Interface Adapters, already described in previous sections. The
Compartmentalized Memory is seen to be connected to the Data Bus A and the
Data Bus B via bus interfaces A and B respectively. Further is shown a
configuration control register, a current limiter a peripheral device, an

interrupt controller, control/status register RAM and Power OR-ing diodes.

Main control lines and data control lines are shown and the signal directions

indicated by arrows. Signals DA and DB is provided via separate external lines




from a not shown Maintenance and Configuration Processor (MCP), supervising
the total CR80 computer. Attention should first be drawn to the configuration
control register, this register being controlled in different ways to disable
either of the Data Bus A and Data Bus B, If the Maintenance and
Configuration Processor (MCP) detects a failure in the Processing element
incorporating Data Bus A, it will issue a disable A signal DA to the
configuration control register causing the register to disconnect the A-Bus
Interface from the Data Bus A, apart from the hatchet fraction of the
interface, the hatchet fraction and a similar fraction of the B-Bus Interface
also being connected to inputs of the configuration control register via lines da
and db respectively. Besides disabling the A-Bus interface the DA signal also

oppresses the da signal.

If not being overruled by the signals DA and DB, the signals da and db
respectively controls the configuration control register to enable or disable
bus interface A or B. That is the bus interface may be controlled by the
Processing Elements themselves, It is seen from Figure 2.2.4-1 that interrupt
signals from the interrupt controller and data transfer to and from control/-
status register RAM neither are transmitted via a disabled bus interface.
Thus, it is possible that either of two Processing Elements are having access to
the Compartmentalized Memory, controlled by the Processing elements them-
selves or by a supervisor system. The actual situation is reflected in the
control/status register RAM, that is a Processing Element being knowledged
about the operation of the other Processing Element, of actions of the
Maintenance and Configuration Processor and further about the operation of
the Peripheral Processor (e.g. the control/status RAM keeping the result of a
self-checking routine in the Peripheral Processor). If the switch adapter has
switched the Peripheral Device over from the peripheral processor to another
Peripheral Processor the control/status register RAM of these Peripheral
Processors will store the switching conditions so that the Processing Elements

knows where to fetch/convey data.

To further enhance the reliability, the dual power supplies are connected as
shown in Figure 2.2.4-1. Dual power supplies are often connected to
dissipating devices via the power OR-ing diodes, but without the current
limiter, whereby a short circuit in one module cuts the power to all modules
supplied from the Power Supplies (draws down both power supplies through the
diodes).
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This is obviated by means of the current limiter standardly implemented in
CR80 Peripheral Modules. The Current Limiter also gracefully turns power
on/off the Peripheral Module as it is controlled by an integrating circuit
connected to a special pin in the edge connector. This shortened pin is the last
to connect, and the first to disconnect when a Peripheral module is inserted or
withdrawn from a CU-crate. Also, special bus driver/receivers are high
impedanced against the buses. Thus, if voltages in a module falls below
nominal, the module can be serviced and exchanged in an operational CU-crate
without introducing power supply spikes or noise on buses which might disturb

the operation of other Peripheral Modules.

The N+1 redundancy of Peripheral Modules is now described with reference to
Figure 2.2.4-2 overleaf, showing a peripheral subsystem of the CR80, typically
incorporated in one CU-crate (printed circuit card cage) being interfaced to
Processing Element Data Channels via Crate Interface Adapters (CIA). The
CU-crate containing N+1 Peripheral Modules comprising peripheral processors
and associated Compartmentalized Memory (RAM) and switch adaptors (LIA-
S). The CU-crate is dual powered by Power Supplies A and B,

Also shown is a Crate Configuration Adapter (CCA), which is connected via
the configuration bus to a Maintenance and Configuration Control Processor
(not shown). The Maintenance and Configuration Processor supervising the
overall CR80 system, receives status information from various modules and by
way of example monitors the Power Supplies A and B via lines PA and PB
respectively, the respective Crate Configuration Adapter and the con-
figuration bus. The Maintenance and Configuration Processor also receives
information from the Processing Elements, this information being by way of
example a message concerning data missing or being incorrect from Peripheral
Module no. N. Such a message is mostly created by way of the application
software or on-line diagnostics. The Maintenance and Configuration Pro-
cessor, will cause select spare signal to be transmitted to Switch Adapter no.
N (LIA-S) via the configuration bus. The Switch Adapter comprises solid-state
switches arranged in each buswire to disconnect the telecommunication lines

from Peripheral Processor no. N and connect these lines to the common spare

Peripheral Processor no, N+1 when the select spare signal is received.
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The CR80 N+l redundancy of Peripheral Modules combined with the dual

incorporation of Compartmentalized Memory into two Processing Elements,

yields great improvements over previously used techniques, as to connectivity

and Fault Tolerance.




2.2.5

Maintenance and Configuration Processor (MCP) System

MCP system shown below (Figure 2.2.5) consists of standard modules specially
suited for monitoring and control of CR80 Computers. The elements of the

MCP system is described in

detail in chapter 7 of this handbook, therefore only

a brief overview is given here.
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The WD-CPU, positioned as a standard Peripheral Module in the CU-Crate, is
the central Maintenance and Configuration Processor receiving status and
control messages from the CRS0 Processing Elements through its dual

interface to two PE's of the CR80 system.

The WCA (Watchdog CPU Adapter) constitutes the interface between the WD
CPU and the configuration Bus and the four available V24 communication
ports. The V24 ports are used for connection of one or two system consoles
and for connection to a communication port for remote maintenance and

diagnostics of the CR80 system.

The Daisy Chained Configuration Bus is a dualized serial communication path
between the WCA and the connected CCA's (Crate Configuration Adapters).
The CCA is a standard CR80 adapter module designed for monitoring and
control of the PU and CU Crates. The functions available are: monitoring of
the DC voltages, switching of LIA-S modules (switching a spare LTU to the
lines instead of a defect module), and monitoring of digital and analogue

inputs, and control of digital outputs.

The WD CPU and the WD Panel Controller utilize alternative paths of the
serial configuration bus for control and monitoring of the attached crates and
associated modules. The serial configuration bus therefore is redundant with
different parts of it being used in AUTO and MANUAL mode.

A fail safe circuit is implemented between the WD CPU and the WD Panel
Controller, which performs automatic switching to the manual settings of the
WD Panel in case of WD CPU failure or service. Similarly, replacement of the
WD Panel Controller can be done without off-lining the system when under
control of the WD CPU (AUTO MODE).

Crates under control of the MCP system is galvanically isolated by
optocouplers from the serial configuration bus and can be removed from the
operational configuration bus without electrical interference with the

remaining part of the system.
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2.3

Accessing and Moving Data in the CR80

The CRR0 access and tranfer techniques are described in this section. In
particular security provisions through state control, mapped data transfers and

privileged read/write instructions are covered.

Security

The inherent logical and physical separation of programs and data in the CR80
architecture is well-suited for preventing unauthorized access to data and

programs and for preventing non-intended modification of programs.

The objectives of the protection mechanisms in the CR80 are:
- to protect data belonging to a process against unauthorized modification

by other processes and against not intended reading;
- to protect programs against modifications;
- to prevent unauthorized execution of programs;
- to prevent processes from monopolizing the system resources.

Security is supported by means of memory access protection and division of

instructions into three privilege classes.

The CPU has 16 states of which one (state 0) is USER STATE and 15 (states !
through 15) are SYSTEM STATES. Higher states have more privileges than
lower states, In USER STATE only non-privileged instructions may be
executed. Medium privileged instructions can be executed at all SYSTEM
STATES while the most privileged instructions are reserved for execution at
SYSTEM STATE 15 (system high).

Attempt to illegally execute a privileged instruction in USER STATE or
SYSTEM STATES 1 through 14 causes a local interrupt, upon which the CPU

automatically invokes a supervisor routine.
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The CPU state is changed by means of the MON_instruction which is used to

activate system procedures,

In addition to the memory protection provided in USER STATE by the
MEMORY MAP, each of the system states has its own memory bound register.
Only data memory locations below or equal to this boundary value may be
modified while all data memory locations available might be read in SYSTEM
STATE.

The Memory Map protection mechanism which is active in User State is
implemented by means of two access control bits for each | K word page in

memory. The protection values are:

00 Page absent
01 Full access
10 Read only

11 No access

As will be seen in the following all non-privileged (USER STATE) memory
accesses (both from CPU's and DMA's) go through the Memory Map, and are
checked by hardware not to violate the protection value. In the System States

full access (read or write) is granted irrespective of the protection value.

If a not allowed access is attempted, the transfer is terminated without
sending the physical address to the memory, and a transfer error is signalled

from the Memory Map.

The "Page absent" condition is used to invoke the demand paging feature of
DAMOS. It indicates that the accessed page is not resident in main memory
(or not mapped in), and will lead to suspension of the process until the page has

been loaded into memory or relocated.
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2.3.2

Mapped Data Transfers

The CR80 adds to its unique processing strength by the CPU's being offloaded
from doing bulk data transfers and low level I/O processing. This is performed
by distributed, intelligent DMA (Direct Memory Access) processors and

peripheral modules (Peripheral Processors).
Security is ensured by all accesses having to go through the Memory Map.

The DMA processors are all attached to the C-bus in order to leave the P-bus
completely available for CPU activity. The INTRA MEMORY DMA (attached
to C-bus, but physically part of the MAP module) performs block multiplexed
DMA transfers within the total Processing Element (PE) Memory (within PE-
memory in PU, within PE-Memory in CU's (Memory and Peripheral Modules) or
between PE-Memory in PU and CU's).

The SUPRA/TDX I/F DMA performs block multiplexed DMA transfers between
the S-NET (or X-NET) receive/transmit buffers and the PE-Memory (PE-
Memory in PU or PE-Memory in CU's (Memory and Peripheral Modules)). The
transport over S-NET (or X-NET) between PE's of the receive/transmit buffer

content is performed by other means described elsewhere in this handbook.

The C-Bus DMA's (INTRA MEMORY DMA or SUPRA/TDX I/F) are multiplexed
by their associated DMA processors, having control blocks for outstanding

DMA transfers (up to several hundreds) in their private control memory.

All Memory accesses, whether under control of the CPU's or DMA's, are
performed through the Memory Map (as transfers in logical memory space),
thereby ensuring that the memory protection features, previously described,

are all in operation.
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Access to the Data channel is interleaved between CPU's and DMA's on a word

by word basis. Figure 2.3.2-1 overleaf shows the source and destination of the

various types of datatransfer within the CR80 architecture, as described

below:

A:

B:

C:

D:

F:

G:

CPU

CPU

INTRA MEMORY DMA

INTRA MEMORY DMA

INTRA MEMORY DMA

SUPRA/TDX I/F

SUPRA/TDX I/F

addresses PE-Memory in the PU

addresses PE-Memory on the DATA-CHANNEL

addresses PE-Memory in the PU as Data source
and Data destination.

addresses PE-Memory on the DATA-CHANNEL as

Data source and Data destination.

addresses PE-Memory in the PU as data source {(or
data destination), and PE-Memory on the DATA
CHANNEL as data destination (or data source).

addresses PE-Memory in the PU as data source {or
data destination), and SUPRA BUS ADAPTER
transmit buffer as data destination (or receive

buffer as data source).

addresses PE-Memory on the DATA CHANNEL as
data source (or data destination), and SUPRA BUS
ADAPTER transmit buffer as data destination (or

receive buffer as data source).
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Some interesting and quite unique features of the CR&0 architecture can be

seen from above:

° Secure PE to PE transfers via S-NET (G-G, F-F or F-G), as these go
through the Memory Map of both the sourcing PE and destination PE. As
these Memory Maps are solely controlled by the respective PE's, it is not
possible for the destination PE to gain access to data in the source PE
not intended for it, as well as the source PE can not write data in the

destination PE outside the area specified by the destination PE.

. Data transfer directly between Memory of one PE to/from Peripheral
Module belonging on datachannel of another PE via S-NET (F-G). After
initial set-up of the Peripheral Module by the owning PE (initiated by PE
to PE messages), data (e.g. to/from a disc controller) can be transferred
via the S-BUS to the requesting PE, without interrupting operation of the

owning PE or intermediate buffering.

. Data transfer directly between Peripheral Modules belonging on data
channels of different PE's via S-NET (G-G). After initial set up of the
Peripheral Module, by their respective owning PE's (initiated by PE to PE
messages), data (e.g. between communication interfaces (LTU's)) can be
exchanged via the S-BUS, without interrupting operation of the owning
PE's or intermediate buffering. This is a very useful feature in large

communications or packet switches.

The above features are supported by the CR80 approach to Peripheral
Modules, as being autonomous peripheral processors, distributedly performing
all low level I/O processing and communicating directly into the memory of

Processing Elements.
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2.3.3

Privileged read/writes

Privileged (non-mapped) read/writes are used by the CPU's (only allowed when
in SYSTEM STATE) for loading the Mapping memory (Translation Tables) and
Translation Table Registers (TTR), as well as for communicating with control

memory of C-BUS DMA Processors and Peripheral Modules.

C-BUS DMA processors (SUPRA/TDX I/F DMA and INTRA MEMORY DMA)
utilize privileged (non-mapped) read/write for loading their dedicated Trans-
lation Table pointers (TTR pair) and associated part of the mapping memory,
with a memory view (Translation Tables), as specified in the control block for
a particular DMA transfer, Thus the C-BUS DMA processors, by being able to
control their subset of the memory map, can intelligently multiplex the use of
their DMA, between up to several hundred control blocks (or pointers to)
contained in their control memory, each specifying a different transfer

request (DMA) and associated memory view.
System security is ensured by the fact that only CPU's, and only in SYSTEM
state, can load DMA control blocks and memory views into the control

memory of a DMA processor.

The drawing overleaf (figure 2.3.3-1) shows the source and destination of the

various privilged read/writes as described below:

A:  CPU privileged read/wriié in MAP translation RAM (address translation
tables) or TTR RAM. k

B: CPU privileged read/write in MAP Processor control memory.

C: CPU privileged read/write in Direct Memory Access Processor (STI)

control memory,

D: CPU privileged read/write in control memory of a Peripheral Module on
the DATA CHANNEL.
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E:  MAP Processor writes in MAP translation RAM or TTR RAM for setting
up logical to physical address translation for an INTRA MEMORY DMA

transfer.

F:  Direct Memory Access Controller (STI) processor writes in MAP trans-
lation RAM or TTR RAM for setting up a logical to physical address

translation for a DMA transfer.

é - N § PU

Bus ff
SUPRA : 1
TOX I/F [ X
CPU MEMORY MAP
MEMORY F %E
¥
MEMORY CONTROL
TIc DMA MEMORY
= == L

:/)\I V2L PE-(ONSOLE

DATACHANNEL

Fig. 2.3.3-1 Privileged Read / Writes
(CPU in SYSTEM STATES only , or ( Bus DMA processor privileged
Memory Map Control )
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2.4

2.4.1

Central Processors (CPU/CACHE)

Introduction

The CR380 CACHE/CPU modules used with Memory Mapped CR80 Computers
are divided into the CPU and the CACHE memory parts as shown overleaf:

The CPU part of the CPU/CACHE module is a general purpose processing unit
with a 16-bit word length and capable of addressing 2 x 64K words of memory.
The CPU has sutficient microprogram space to support an optional alternative
instruction set, Tﬁe standard instruction repertoire has more than 220 basic
arithmetic, logic, transfer and special instructions including bit, byte, word

and multiple word manipulations.

The standard instruction set is implemented in approximately 2K words of a
4K x 64 bits Microprogram PROM,

An alternative instruction set may contain:

- Decimal Arithmetic instructions

- Instructions supporting high level languages
- System routines

User-defined instructions

Internal context registers include 8 general purpose accumulator or index
registers (R0-R7), a base register (BASE), a program base register (PROG), a
program counter (PRPC), a timer register (TIMER), a process status word
(PSW) and a modify register (MODIFY), a execution register (EXR), a bound
register (BOUND) and a Cache Error Register (CER).

Instructions are provided to save and load all registers minimizing overhead
during context switching.
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Instructions can be addressed directly or indexed, relative to PROG, indexed

relative to PC, Data is always addressed relatively to the base register BASE.

Instructions are addressed in 16-bit words. Data may be addressed in multiples

of bits, bytes or words.
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Two ALUs (Arithmetic Logic Units) are included, allowing address and data

manipulations to be performed simultaneously, or allowing address calculations
involving three elements to be performed in one cycle when employing base

register addressing.
The micro-instruction cycle time is 250 ns.
The CPU may execute in two states:

. USER state, and
. SYSTEM state

In the system state the CPU will further be at one of 15 system levels which

are numbered 1 through 15. In user state, the level is 0.

In USER state the CPU is not allowed to execute any privileged instructions
and it is subject to the memory access protection mechanism of the MAP

module.

In SYSTEM state the CPU is not subject to the memory access protection

mechanism of the MAP-module.

For those of the instructions which may be executed on levels | to 14, a
memory write protection mechanism based on a BOUND register applies: The
CPU only allows write operations to locations with effective logical addresses
lower than or equal to the current value of the BOUND register. This
mechanism is implemented in the CPU alone (not involving the MAP module).

Instructions which may only be executed on level 15 (highest level) are

subjected neither to the MAP module nor to the BOUND register memory

protection mechanisms.
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In the CR80 system, four types of vectored interrupts exist:

Module Interrupts
CPU Interrupts
Power Failure Interrupts

Real-Time Interrupts
And two types unvectored interrupts:

. Fast Timer Interrupt

. Termination (Error) Interrupts
The interrupts are resolved by hardware within the Memory MAP module,

Two Mask bits, one for the vectored interrupt types and one for the Fast timer
interrupt are available in the CPU process status word (PSW).

Vectored Interrupts are grouped on 16 priority levels, Only interrupts with

priority higher than the priority of the process presently executing on the CPU
are serviced.

Fast Timer Interrupts (each 250 us) are serviced by CPU micro-program, When

a timer interrupt is received, the CPU TIMER register is decremented and
tested. If the TIMER register is negative and the PSW mask bit for timer
interrupts is not set, a local interrupt is generated. This feature is used with
multiprogramming of the CPU. A process is loaded with a timeslice inserted
into the TIMER register; when the timeslice runs out (local interrupt) the next
scheduled process to execute is loaded (with a new time slice).

The CACHE Memory part of the CPU/CACHE consists of a 1K x 38-bit static
memory directly connected and accessible from the CPU without using the P-
bus.
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Fundamentally, the CACHE memory provides a small (compared to main

memory) high speed buffer containing copies of most recently accessed

memory locations in the PU part of Processing Element memory.

The CACHE memory algorithm used is the "write through algorithm", which
stores all of a CPU's "reads" from Main Memory via the P-Bus in it's CACHE
memory and refers all the CPU's "writes" directly to Main Memory (via the P-
Bus) with its CACHE memory updating itself in parallel if it contains the

specified address,

The CACHE memory also monitors the "write" accesses done by other CPU's
on the P-Bus and by DMA's on the C-Bus, and in case it contains the specified

address, it is erased in the CACHE memory,

The above together with the "write through algorithm" ensures that the
contents of addresses stored in PE-Memory and the CACHE memories of
CPU's are always identical. When context switching on the CPU takes place,
normally associated with change of CPU logical memory view, the complete

CACHE memory content is erased.

The efficiency of the CACHE memory relies on the basic principle that, in the
step by step execution of a program, a CPU-originated read operation at an
address has a high probability of being repeated, and therefore can be found in

the CACHE memory after the first access to it.
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Two advantages when using CACHE memories are obtained:

- Loading of the P-bus (Processor Bus) is reduced, allowing for the use of
more CPUs before bus contention occurs. The max number of CPU/-
CACHEs to be connected without risk of continous bus contention has
been raised to 5, compared to 2 if CPUs without CACHE memory had
been used.

- Average access time when performing memory read operations is re-
duced, as reads from CACHE is faster than from Main Memory, thus

improving the speed of each CPU.

Generally, the presence of the CACHE memory is only visible to the
programmer in terms of improved execution speed, as no CACHE handling

software is required.
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2.4.2

PE Multiprocessing Performance Enhancement, Utilizing CPU/CACHE

The calculated benefits from using the CPUs with CACHE memory in the PE

are as follows and shown (figure 2.4.2-1) overleaf:

Based on analysis and measurements on the distribution of 12147 instructions
of DAMOS Kernel programs it was found that the average instruction has 1.98

memory references.

With one CPU/CACHE in a PU, and assuming a negligible frequency of
memory-write-operations initiated by other address sourcing modules than the
CPU's, the overall CPU efficiency (80% HIT RATE) will improve 40%, due to
faster memory access, relative to a CPU without CACHE memory. The
CPU/CACHE, on average (80% HIT RATE), uses 28% of the P-Bus bandwidth.

Thus, some improvement of the throughput will result with a single CPU/-

CACHE in a PU, but the main advantage is that a greater number of CPUs can

be used in a single PU without heavy P-Bus contention.
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2.4.3

PROGRAM and DATA

The key to the CRS80's success in safe reliable multiprogramming and multi-

processing is the separation in both hardware and software of the computer

operations into a program part and a data part of each process.

The program part is the static list of machine instructions to be executed, and

the data part, which is separated totally from the program part in the

memory, is the variable part of a process.

CONVENTIONAL APPROACH:

MEMORY SPACE

® PROGRAM INSTRUC-
TIONS, POINTERS AND~
CONSTANTS MIXED TO-

///// 7

® SEPARATION MUST BE DONE
BY COMPLEX SYSTEM OVER-
HEAD SOFTWARE FOR MULTI-
PROGRAMNING AND MULT!-
PROCESSING
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The program is addressed relatively to the program register. The standard
instruction set includes a number of instructions which operate on Program
data. However, all these instructions can only read program locations, not

write into or modify the contents of program locations.

The Data part, besides containing all variables used by the program at
execution time, also has a context for complete images of the CPU registers
including the location counter. This area is called the Process Parameter
Block. It is contained in Data page 63.

When a process is preempted, the CPU registers are pushed on the Context
Stack in the Process Parameter Block by hardware. A process can thus be
preempted and resumed at any point in execution time. This allows for easy
timesharing of CPU time between processes. Each process contains a complete
state description of the execution of a program. The only information
necessary in order to resume a particular process is the physical address of its
Process Parameter Block. Further the separation into separate process and
program parts allows different processes to share the same single copy of a
program, The processes may independently of each other execute different
parts of the same program, If the system contains more than one CPU,

processes may even execute the same program in true multiprocessing mode,
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CPU Registers

The CR80 CPU shown overleaf (Figure 2.4.4-1) contains 8 general purpose

registers and 8 special registers,

General: RO, R1, R2, R3, R4, R5, R6, R7

Special:  PSW Process Status Word
EXR Execution Register
BASE Base for Data Addresses
MOD Modify Register

PROG Program Base Register
PRPC Program Counter
TIMER Timer Register
BOUND  Bound Register

CER Cache Error Register

General Purpose Registers

The 8 general purpose registers may be used as

° Accumulators
. Intermediate Storage
. Index Registers

Process Status Word (PSW)

The PSW register contains masks and flags concerning interrupts, state of the
arithmetic/logic unit, and the CPU state. The layout of the PSW is shown in

Table 2.4.4.2a where the meaning of the flags is explained.




Fig.2.4.6-1
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Table 2.4.4.2.a CR80 CPU/CACHE PROCESS STATUS WORD (PSW):

BIT NMB

15

1
13
7 uhED 12

P-4
s}

11

—
o

O = N W & WU O N 00 W

NAME
timer mask
notific, mask

alternative
instruction
set

CPU state

CPU number
CPU number
CPU number
Z

s
0
c

trace

modify

SET BY

SwW

Sw

SwW

SW

HW
HW
HW
HW
HW
HW
HW

SwW
SW

DESCRIPTION

interrupts caused by a timer notification are
disabled if set

vectored interrupts are disabled if set

not used

instructions are decoded according to an

alternative instruction set if the flag is set

set means SYSTEM (supervisor) state, reset

means USER (application process) state

physical CPU number

an all zero result of an arithmetic op.

the sign bit from an arithemtic op.

a not overflowing arithmetic op.

the carry from an arithmetic op.

not used

not used

set indicates trace mode

set when an instruction modification con-

dition exists




PSW, Interrupt Masks

The bits 15 and 14 control the ability of the fast timer, other CPU's and 1/O
devices to interrupt the executing process. A detailed description is given in
the section on INTERRUPTS,

PSW, Alternative Instruction Set

Bit 12 indicates whether the CPU is interpreting instruction codes according
to the standard instruction set or according to the optional alternative
instruction set (Standard Instruction Set, when zero).

PSW, CPU State

Bit 11 defines the current CPU state - USER or SYSTEM. If bit 11 is set the
CPU is in SYSTEM state otherwise USER state.

PSW, CPU Number

The bits 10-8 contain the physical device No. of the CPU on the P-Bus. These

bits are controlled by three switches on the CPU circuit board.

PSW, Arithmetic Flags

The bits 7-4 contain status flags from the arithmetic/logic unit. The flags are
updated by arithmetic instructions only. After an integer arithmetic operation

the meaning of the flags is:

The Z-flag is set if the result of the operation was zero and cleared if the

result is non-zero

the S-flag is the sign-bit of an arithmetic operation,
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The V-flag is set if an overflow condition did not occur.

The C-flag is set if the arithmetic operation produced a carry and cleared it

not,
PSW, Trace Flag

If the trace flag is set, the CPU will generate a trace interrupt after

execution of each instruction in user state.
PSW, Modify Flag
Bit 0 indicates whether a modify is active (active when set).

Execution Register (EXR)

The EXR contains four fields: PRIO, LEVEL, PREV_LEVEL and VIEW.

- PRIO

This field is contained in bits 8, 9, 10 and 11 of the EXR., PRIO contains the
current execution priority of the CPU, and it is a copy of the priority used by
the MAP for the CPU when deciding whether to interrupt the CPU or not.
PRIO is affected by interrupts and by the CALL and RETURN, and STP

instructions.

- LEVEL

This field is contained in bits 4, 5, 6 and 7 of the EXR, When the CPU is in
SYSTEM state, LEVEL defines the current system level of the CPU. LEVEL is
affected by interrupts and by the MON, RTM, CALL and RETURN in-
structions. With the CPU in USER state, LEVEL is 0.




- PREV LEVEL

This field is contained in bits 12, 13, 14 and 15 of the EXR, It contains the

level from which the current level was called.

- VIEW

This field is contained in bits 0, 1, 2 and 3 of the EXR, The VIEW defines the
current view (cf, section 2.4.5.4) used by the CPU, VIEW is affected by

interrupts and by the CALL and RETURN instructions.

] MODIFY REGISTER (MOD)

The effective address of most CR80 instructions can be modified when

preceded by a MODify instruction,

The MODify instructions add or subtract some value to or from the MOD

register,
Several types of MODifications are possible:

® Base relative memory address modification

e Program relative memory address modification

e Location (PRPC) relative memory address modification
® Module address modification

e Parameter modification such as immediate value, shift count etc.
[ BASE REGISTER

The BASE register provides the baseline for all addressing of data

locations,
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PROGRAM REGISTER (PROG)

A program can be placed anywhere in the logical program address space
(64Kw) of the CPU. The PROG register points to the start of the
program being executed by the CPU. All program relative addresses are

relative to the PROG register.

LOCATION COUNTER (PRPC)

The PRPC register contains the absolute logical address of the next
instruction to be executed by the CPU,

TIMER REGISTER

This register is used for tying a process to TIME. The register can be
preset by the Load Timer instruction (LDT). The TIMER register is
decremented by: one every time the fast timer notification occurs. The

frequency of the fast timer is determined by the MAP module to 250us.

If after decrement of the TIMER register, its value is negative and if the

TIMER mask (PSW bit 15) is reset, an interrupt is generated.

BOUND REGISTER

The BOUND register provides basis for the memory write protection
mechanism applied in SYSTEM state. Memory write addresses are
checked to fulfil the restriction:

0 <= effective write address <= BOUND

where the BOUND register is interpreted as an unsigned integer in the
range 0-65535.

The BOUND register is a function of the current state (level 0 -15)
BOUND is affected by the MON, RTM, and RETURN instructions.

Instructions, which may only be executed on LEVEL 15 are not subject to

the BOUND - Protection mechanism,
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CACHE ERROR REGISTER (CER)

The CR80 CPU/CACHE is equipped with a cache memory providing a

significant performance enhancement,

The "health" of the cache memory is constantly monitored by the CPU,
incrementing the CACHE ERROR REGISTER upon cache memory parity
errors, The contents of the CER may be transferred to a general purpose

register,

The most significant bit of the CER is a software setable bit enabling/-

disabling the cache memory (CACHE enabled when set).




2.4.5

2.4.5.1

CPU Handling of Interrupts

General

An interrupt is defined as:

1) an event which is, either, unrelated to the current program being
executed, and beyond the control of that program, or which is related to
a fault condition caused by the program,

2)  which preempts the current process, and

3)  transfers control to the operating system kernel.

Interrupts can be caused by:

A)  notifications by Peripheral Modules, C-Bus DMAs and CPU's, in common

called vectored interrupts.

B)  notifications by the fast timer, which cause the timer register to become

negative (timer interrupts).

C)  aset trace flag (trace interrupt).

D)  a page fault (absent page) interrupt

E)  a number of error conditions (error interrupts):

. attempted execution of an illegal instruction (unassigned in-

struction code)

] execution of a TRAP instruction,
. Parity error in memory
. timeout from memory or from a device

] attempted violation of memory protection in USER state
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. attempted violation of BOUND memory protection in SYSTEM

state

] attempted execution of a privileged instruction in" USER state

(privilege violation, USER state)

. attempted execution of a privileged instruction in SYSTEM state

(privilege violation, SYSTEM state)

] context stack overflow
. context stack underflow
. error encountered during interrupt processing or error encountered

during context stack operation, destroying context stack

(emergency interrupt).

Interrupts stemming from the first two causes (A and B) may be individually
masked by the interrupt masks (bits 14 and 15) in the PSW. Interrupts are only
generated by the third cause {C) if the CPU is in USER state, The interrupts

originating from the last causes (D and E) cannot be masked,

2.4.5.2 Processing of Interrupts

The processing of interrupts by the CPU includes the following steps:

1) Except for trace interrupts, a view is fetched from locations defined
below in program page 0., The corresponding physical program and data

Translation Table Registers (TTR) are determinated.

Interrupt cause View from location
CPU interrupts (A) 32
Error interrupts (E) 33
Page interrupts (D) 34
Timer interrupts  (B) 35
Module interrupts  (A) 36
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2)

The program and data Translation Table Registers are loaded by those
values defined by the view, The new logical data page 63 (the Process
Parameter Page) is changed. If the interrupt is a Module Interrupt (i.e.
interrupt vector greater than 31), the page address is taken from
location no,FFEO in the former data space (cf section 2.4.5.4 Process
Parameter Block), otherwise the page address of the former logical data
page 63 is used (fetched from the former Translation Table). For trace
interrupts, the program and data Translation Table Registers are not
changed.

The current context is pushed onto the context stack except in the case
where the cause for the interrupt is a context stack overflow or

underflow.

The value of PRPC pushed onto the context stack upon an interrupt

depends on the type of interrupt:

) at interrupts of types A, B and C, the stacked value of PRPC will

point at the instruction succeeding the last instruction processed.

° at all other interrupts involving context stacking, the stacked value

of PRPC will point at the instruction under execution, when the
interrupt was detected, It should be noted that all instructions are
implemented allowing - to some extent - reexecution, if the

instruction is interrupted by an error.

° no instruction will change the MODIFY FLAG (PSW bit 0) or the

MODIFY register before it has been determined that no errors can

arise,

° no instruction will commence memory write operations before it

has been determined, that all memory locations to be accessed by

the instruction are accessable,




3)

A primary and secondary cause code are generated as shown in table
2.4.5.2a overleaf (ALA is an abbreviation for Absolute Logical Address).
A tertiary cause code is generated at interrupts with primary cause
codes equal to 3, 4 and 8 through 18. The tertiary cause code is the

contents of the MAP status register.

Interrupts with primary cause codes greater than or equal to 7 are error

interrupts.

The primary and secondary cause codes are loaded into registers 7 and 0
respectively. The tertiary cause code is loaded into register | at

interrupts with primary cause codes equal to 3, 4 and 8 through 18.

The interrupt masks are set and the CPU state is set to system state,

and the system level is set to the highest level.

The PROG and BASE register is set to zero; BOUND is set to 65535 (no.
FFFF) and MODIFY is clerared.




Table 2.4.5.2.a Interrupt Cause Codes

Interrupt Cause Primary Secondary Cause
unassigned 0

CPU interrupt 1 interrupt vector
Module interrupt 2 interrupt vector

Page fault in

program space 3 ALA of absent location

Page fault in 4 ALA of absent location

data space

Timer interrupt 5 Value of TIMER register
Trace interrupt 6 ALA of next instruction
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Table 2.4.5.2.a Interrupt Cause Codes (continued)

Interrupt Cause Primary Secondary Cause

Illegal

instruction 7 ALA of illegal instruction
Parity error 8 ALA of location with

in program space parity error

Parity error 9 ALA of location with

in data space parity error

Parity error on
privileged read/ 10 Device Address

writes

Parity error
on MAP access 11 MAP Address

Parity Error in MAP 12 ALA of addressed location
Translation table




Table 2.4.5.2.a Interrupt Cause Codes (continued)

Interrupt Cause Primary Secondary Cause
Timeout from 13 ALA of not responding
program memory location

Timeout from 14 ALA of not responding
data memory location

Timeout from

Privileged read/ 15 Device address

writes

Timeout from 16 MAP address

MAP

Protection Violation 17 ALA of addressed

in program space location

Protection Violation 18 ALA of addressed

in data space location

Bound Violation 19 ALA of addressed
location
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Table 2.4.5.2.a Interrupt Cause Codes (continued)

Interrupt Cause Primary Secondary Cause
Privilege violation 20 ALA of privileged
'p' instruction instruction
Privilege violation 2] ALA of privileged
'pp' instruction instruction
Context stack 22 ALA of failing
overflow instruction
Underflow 23 ALA of failing
instruction
Emergency 24 ALA of failing
instruction
Inconsistency 25 Description of

inconsistency




2.4.5.3

Further actions on Interrupts

The further actions taken, in addition to those described in the previous

section (2.4.5.2), depend on the type of interrupt

Not Vectored Interrupts (and Vectored Interrupts with Vector < 31).

A branch is performed to the logical program location defined in.the

following logical program locations:

Interrupt type Location
CPU interrupt 55
Emergency interrupt 56
Trace interrupt 57
Error interrupt 58
Page interrupt 59
Timer interrupt 60
Context stack overflow 61
Context stack underflow 62

Vectored Module Interrupts (Interrupt Vectors > 32)

The interrupt vector is used as an index into an array of 1024 interrupt
descriptors. The address of the first location is taken from program

location 37. The interrupt descriptor defines a device handler index and a

view:

bit: 13 43 0
DEVICE HANDLER INDEX [ vn~:wj

The view defines a program and a data Translation Table Register (TTR)
to be used during the interrupt handling. The program and data
Translation Table Registers are loaded by those values defined by the
view, and the former logical data page 63 is mapped in as the new logical

data page 63.




The device handler index which is a number in the range 0 to 1023 is used as an
index into a device table. The address of the first location in the device table
is taken from program location 38. This table defines for each device handler
index a pair of a device handler procedure and a device control block by means

of two absolute logical addresses contained in two consecutive machine words.

The PRPC register is loaded with the address of the device handler procedure
and register 4 is loaded with the address of the device control block.
The priority field in EXR is updated with the value defined for the CPU in the

MAP module (i.e. the priority associated with the interrupt vector).
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2.4.5.4 PROCESS PARAMETER BLOCK

The Process Parameter Block (PPB) contains process related variables which
are used by the CPU.
The PPB is always placed in the highest logical data addresses and is confined

to a single page (1024 words).

The PPB variables used by the CPU hardware/firmware are:

CPU Translation Register Map (TRM)

The CPU Translation Register Map is used by the CPU to translate
logical views (i.e. combinations of program and data spaces) into sets of
translation registers. The TRM contains 16 entries corresponding to 16

views (0 through 15). Each entry consists of two bytes:

S 87 0
P_TTR O_TTR

P TTR and D _TTR defines the values of the program and data
Translation Table Registers corresponding to the view. These values

must be in the range 0...63.

BOUND Register Map (BRM)

The BRM defines BOUND as a function of the SYSTEM level.

The BRM is an array of 15 words contained in absolute locations FFEI
through FFEF. The BRM is indexed by the SYSTEM level (field LEVEL in
the EXR register). The BRM is used by the CPU when executing MON,
RTM and RETurn instructions.
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Layout of Process Parameter block

Addr

#FFDD

4#FFDE

#FFDF

#FFE0

#FFE|

#FFEF

#FFFO

context record

context stack pointer

context stack top

context stack bottom

translation table entry for
interrupt process parameter

page

BOUND at level |

s ee s

BOUND at level 15

P_TTR D_TTR

15 entries

16 entries



2.4.5.5

Context Stack

the Context Stack is used by the CPU for stacking of CPU Context
Records. The Context Stack is used by the instructions MON, RTM,
CALL and RETurn.

The Context Stack is administered by a Context Stack Control Block

which consists of:

. Context Stack Pointer (CSP)
° Context Stack Top (CST)
° Context Stack Bottom (CSB)




A Context Record contains saved CPU registers. The layout of a

Context Record is:

RO

RI

R2

R3

R4

R5

Ré6

R7

BASE

MODIFY

PROG

PRPC

PSW

EXR

P63 physical address of logical data page
63
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2.4.6

2.4.6.1

2.4.6.2

The CACHE Memory

General

As previously said, the CACHE memory concept relies on the basic principle
that, in the step execution of a program, a CPU originated read operation at
an address has a high average probability of being accessed shortly again.
Fundamentally, the CACHE memory provides a small high speed buffer
memory containing copies of previously accessed memory locations in PU part
of Processing Element Memory. Addresses and corresponding contents
accessed by the CPU are stored in the CACHE memory, which reduces

accesses to slower main memory, increasing the overall system speed.

Two advantages from using the CACHE memory are obtained:
i
- The processor bus loading is reduced, making use of a greater
number of CPU's possible before bus contention occurs. A
maximum of 5 CPU/CACHE modules may be used in one

Processing Element without continuous P-Bus contention.

- Average access time of memory read operations is reduced, thus

improving the throughput of each CPU.

Cache Memory Organization and Maintenance

The CACHE memory functional diagram is shown (fig. 2.4.6.2-1) overleaf.

The CACHE memory contains 1K locations which are updated on a "one word
at a time" - basis. Each location is capable of storing a copy of one main
memory location, tagged with both the logical and physical address

information identifying the main memory location copied.
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2.4.6.3

The CACHE is addressed by the 10 least significant bits, which are common to

logical and physical addresses for any given memory location.

At memory read operations initiated by the local CPU, the CACHE memory is
read prior to accessing the main memory. If a copy of the main memory
location is present, the data are presented to the CPU, not involving main
memory access. If data are absent in the CACHE, the main memory is read,
and the data presented to the CPU and copied by the CACHE. Only successful
reads to the main memory in the PU cause CACHE updating.

Memory Write operations initiated by the local CPU to a memory location
already copied in the CACHE, cause the main memory and the CACHE

locations to be updated.

Memory Write operations initiated by other modules (CPUs or C-Bus DMAs) to

locations copied in the CACHE cause deletion of the copies.

Semaphore Protected memory operations, Privileged operations and operations

to PE-memory outside the PU never involve the CACHE.
Software Overhead

Generally, the CACHE memory requires no software overhead. However, the
software design can be optimized with respect to CACHE memory operations

if the following characteristics of the CACHE are observed:

- Whenever the Working Set (logic to physical address MAP) of a
process implemented by a CPU is changed, the CACHE memory
local to the CPU is cleared by CPU firmware. This applies in all
cases of changing the Working Set except when doing this by
writing to the MAP module using CIO-intructions (System State
level 15 only). When CIO-instructions are used for this purpose, the
Cache-memory should be cleared by surrounding the CIO-

instructions by Cache-Disable/Cache-Enable instructions:

- CAD (Cache Disable)
- Change Working set using CIO-instructions
- CAE (Cache Enable) (if required)




2.4.6.4

Consequently, if very frequent changes of the Working Set
(frequency < 1/5ms) takes place, disabling of the CACHE during

this period of time is an advantage.

- The benefit from using the CACHE memory is highly dependent
upon the nature of programs executed, favouring programs
containing loop structures not exceeding 1K Words of program

space.

- The CACHE memory is constantly monitored by the CPU,
detecting parity errors. In the CPU a Cache Error Register (CER)
is provided, which is incremented upon detection of CACHE parity

errors. Instructions for:

- reading CER

- enabling CACHE memory
- disabling CACHE memory
- clearing CACHE memory
- testing CACHE memory

are provided in the standard instruction set of the CPU.

CACHE-Word Format

The CACHE memory consists of a 1K word by 38 bits RAM. Each word is
divided into 9 fields: DATA

11 1 7 10 8 1 8 1

tPl v | M I LPAGE I PHPAGE I MSBYTE l l;l LSBYTE I : ]

CACHE-PARITY-FIELD ‘|

VALID-FIELD

CPU STATE FIELD

LOGICAL PAGE

PHYSICAL PAGE

MS DATA BYTE

UPPER PARITY

LS DATA BYTE

LOWER PARITY
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- The CACHE-Parity-field contains the parity bit necessary to obtain even
parity in the CPU STATE- and LPAGE-field (only correct parity if
VALIDFIELD is set).

- The VALIDFIELD indicates whether a CACHE location contains valid

data or not, "|" corresponding to 'valid".

- The CPU STATE FIELD indicates the CPU STATE (SYSTEM/USER) at
the time the CACHE-location was loaded, "1" corresponding to SYSTEM

mode.

- The LOGICAL- and PHYSICAL-PAGE-fields are address information
fields, identifying the page of the address in Local Main memory location

copied in the MS and LS DATA BYTE fields.
- The MS and LS DATA BYTE fields contain the actual content of the
main memory location copied. The UP and LP-fields contain the

corresponding parity bits.

2.4.6.5 CACHE Memory Addressing

The CACHE memory is addressed by using one of the three address sources:
- the local CPU, providing a logical address as CACHE entry,

- another "address sourcing module" in the same PE, using the P-Bus and

through the MAP providing a physical address, or

- another "address sourcing module" in the same PE using the C-Bus and

through the MAP providing a physical address.
In all 3 cases, the address is (logically) divided into two fields:

bit: XX 10 9 0
[ PAGE LOW ORDER ADDRESS 1

XX=19, when physical address
XX=16, when logical address




The Low Order Address (10 bits) designate which of the 1K CACHE locations
is to be accessed, while the PAGE-field (physical or logical, depending on the
address source as described above) is compared to the corresponding page-field
in the CACHE word, in order to detect whether a copy of the addressed
Memory location is present in the CACHE.

Thus, each of the 1K CACHE locations is shared between PU part of PE-
Memory locations with identical LOW ORDER ADDRESS, providing a unique
mapping function from any given Memory address in the PU to a CACHE
location, and a one-to-many mapping from a given CACHE location to PU part
of PE-Memory. Always retaining in the CACHE for a specific LOW ORDER
ADDRESS (0 -1023) the contents of the corresponding address in the most

recently accessed page in Memory.

The many-to-one correspondence principle is shown in (figure 2.4.6.5-1)

overleaf.




CPU LOGICAL
ADDRESS SPACE
128 PAGES OF 1KW

5 0
3
PAGE 0 .
1023
0
1
PAGE 1 .
7023
0
0
1
| | 1
| | :
I 1 .
! l 1023
I |
! ! CACHE MEMORY 1KW
i | /
0
1
PAGE 126 .
1023
0
1
PAGE 127 :
1023 128KW
Fig 2.4.65-1

Many to one correspondence principle of CACHE Memory
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2.4.6.6 CACHE-Operations

. Non-Semaphore-Protected Read Operations

When the CPU initiates a non-semaphore-protected read operation, the
10 LOW ORDER ADDRESS bits from the CPU (AR(9:0)) are used for
selecting a word in the CACHE. The word is read, and the contents of

the data fields presented to the CPU, provided:
- the valid indication is set

- the CPU state equals the STATE_FIELD stored with the accessed
word in the CACHE or the CPU is in SYSTEM state

- The logical page from the CPU (AR(16:10)) is equal to the logical
page stored in the LOGICAL PAGE field.

- No CACHE parity error is detected.

If all of these conditions are met, a HIT is said to take place, enabling
the CPU to continue operation at maximum speed, without requiring P-

Bus access.

If anyone of the tests fails, a P-Bus read operation is initiated. During
the bus cycle all data, parity, address and CPU-mode information is
assembled by the CACHE-controller and stored in the CACHE, setting
the VALID-bit.

In case of an unsuccessful processor bus operation (timeout, parity, "no-
access" or "page-fault"- error) the CACHE ignores the bus-operation, not
updating the CACHE.
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Semaphore Protected Read Operations

Semaphore-Protected CPU read Operations always require main memory
access, in order to be subjected to the control of the "P-Bus Authority
Control"-unit. Data accessed by the CPU using a semaphore protected

read-instruction are copied by CACHE.

Write-Operations

When the CPU issues a write-operations, a P-Bus cycle is always
initiated. The CACHE-controller detects this situation and performs a
read operation in the CACHE location specified by the LOW ORDER
ADDRESS (AR(9:0)). Concurrently, data, parity and CPU-mode are
assembled, and the new data and parity written into the CACHE-

location, provided:

- The VALID-bit was set

- the CPU state equals the STATE FIELD stored with the accessed
word in the CACHE or the CPU is in SYSTEM state

- the contents of the LPAGE-field equals the logical page supplied
by the CPU.

- no faults occur during the P-Bus operation.

- no CACHE-parity error is detected.

If any of these conditions are not met, no CACHE updating will take

place.

If a CACHE parity error is detected or if a fault during the bus operation

occurs, the contents of the CACHE location is deleted.




Thus, only successful CPU-write-operations involving main memory
locations previously copied by the CACHE will result in CACHE-
updating.

CACHE memory content may be deleted in individual locations or in all

locations.

Deletion of Single Location

Deletion of a single location takes place whenever a write operation
initiated by an "address sourcing module" other than the CPU connected
to the CACHE, and involving main memory locations copied in the
CACHE, takes place. The CACHE controller continuously monitors the
P-Bus and the C-Bus, detecting successful write operations, comparing
the physical addresses to those contained in the CACHE and deleting
CACHE-locations corresponding to PU part of PE-Memory locations
having been updated (by resetting the valid-bits).

Deletion of all Locations

Whenever the logical to physical address mapping function for a CPU is
changed by the CPU, the complete content of the CPU's CACHE

memory is deleted (by resetting all valid bits), in order to maintain the

uniqueness of the mapping.




CACHE Timing

the CACHE controller/memory monitors all main memory operations in
addition to servicing the local CPU, and may therefore have difficulty in
servicing (updating/deleting/loading) the CPU activity, if a certain frequency
of activity is exceeded. This limit cannot be determined exactly, as it depends

on the distribution of the activity.

It must be noted, however, that exceeding the limit does not cause a system
malfunction, but only a degradation of the benefit from using the CACHE

memory (provided the absolute timing requirements are kept).
y\p g req p

Timing characteristics:

- Shortest permissible delay between 2 successful write operations on each
of the P-Bus/C-Bus; 250 ns, measured between two subsequent positive
edges of TRQ.

- CACHE memory access time with HIT (from CPU Iinitiating read
operation to data loaded into CPU):

MIN.: 125 ns
TYP.: 125ns
MAX.: dependent on P-Bus and C-Bus activities.

- Access time prolongation when MISS (from CPU initiating read operation
to data loaded into CPU), compared to access time without CACHE

memory:

MIN.: 125 ns
TYP.: 125ns
MAX.: dependent on P-Bus and C-Bus activities.

- Prolongation of write operation duration caused by CACHE memory: 125

ns.




2.4.6.8

CACHE/CPU Failure Detection Facilities

The CACHE section is equipped with a number of facilities for fault

detection/prevention:

1)

2)

3)

4)

With the CPU performing a main memory read operation, the CACHE
memory will normally be loaded with data, parity, address, etc. in-
formation. In order to prevent faulty data from being loaded into the
CACHE memory, a parity check is performed on the data received from
the P-Bus prior to storing these in the CACHE memory. Revealing a
parity error, the CACHE controller aborts the CACHE write operation.

All CACHE memory locations contain a parity bit (the CACHE parity
field) which is loaded concurrently with loading/modifying the remaining

fields in the location.

When the CACHE controller performs a CPU read operation in the
CACHE memory, the parity is checked.

Detecting a parity fault, the event is signalled to the CPU, and a main
memory read operation is initiated, causing the CACHE memory to be

loaded with, and supplying the CPU with the correct data.

When ordered to do so by the CPU, the CACHE controller performs a
CACHE memory test sequence. Once initiated, the sequence is carried
out independently of the CPU and delivering the test result to the CPU
in the IDR register. The CACHE test sequence is destructive, Le.
deletes the contents of the CACHE memory.

The CPU may at any time disable the CACHE memory and turn on the
"CACHE OFF-LED". This feature enables the CPU to monitor the
CACHE memory "health", disabling the CACHE if unacceptable high
error rates during normal operation are detected, or if the result of the
CACHE test sequence revealed an error. Immediately after disabling,
the CACHE memory (and registers in the CACHE section) are cleared,

prepared for future enabling.
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5) After disabling, the CACHE section may be enabled by the CPU. A
standard instruction in the CPU instruction set is included for this

purpose.

The above mentioned hardware facilities provide the necessary means for

controlling and monitoring CACHE memory operation by means of CPU firm-

ware, transparent to or under control of software as required.




2.4.7

2.4.7.1

CPU Micro Architecture

A short overview of the CPU Micro Architecture is given in this section in
order to assist the user in evaluating the feasability of microprogramming his

own instructions for inclusion in the CPU alternative instruction set.

CPU/CACHE Outline

The CPU/CACHE consists of 6 main sections, which communicate using a set

of data and control lines, as outline in fig. 2.4.7.1-1 overleaf,

Data/address buses are drawn using unbroken lines, while control paths are

dotted lines.

The CPU performs all the traditional duties of a CPU, possessing the
"initiative" of the module. All data processing takes place in this section. Data

in/out to/from the CPU are transferred through the four 16-bit registers:

AR: Address Register,

ODR: Qutput Data Register,
IDR: Input Data Register,
NINS: Next Instruction Register.

All the registers are unidirectional, writing in the AR and ODR being
controlled by the CPU, while writing in the IDR/NINS is controlled by the
CACHE Controller, or the PBTC (P-Bus Timing Control), depending on which
of these at any given instant is sourcing the DATA IN BUS.

The CPU transmits instructions to the PBTC and the CACHE Controller using
the control register, the contents of which is continuously monitored by the
PBTC and CACHE. Having loaded the relevant Data/Address registers, the
CPU loads the Control register, thereby signalling to the PBTC and CACHE
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Controller, which of these are to process the contents of the data/address
registers, and informing the CPU Clock generator that an operation external

to the CPU is in progress.

While the PBTC and/or CACHE operation is executed, the CPU Clock
generator monitors the CPU to detect premature CPU access to those of the
registers (AR, ODR, IDR, NINS) being used as buffers, halting the CPU if such

an access is attempted.

Consequently, communication between the CPU and the PBTC/CACHE is fully
handshaked, allowing the CPU firmware to be designed neglecting the timing

characteristics of the above mentioned sections.

The PBTC (P-Bus Timing Control) section competes with other "address
sourcing modules" to obtain P-Bus access, and when granted, performs the

actual data transfer.

In addition to this, the PBTC detects fault conditions, which may arise during
P-Bus operation; loading the FAULT REGISTER with information identifying
the fault cause, and forcing the CPU to jump (in firmware) to a fault handling

routine.

The CACHE memory/controller is not described, as it is not available for user

microprogramming.

The Interrupt Reception and Storage section (IRS) monitors the Interrupt/-
Notification lines; detecting, storing and masking interrupts, to produce an
interrupt code identifying the interrupt with the highest priority of relevance
to the CPU, which is not masked by the Process Status Word (PSW).

The interrupt code may be used by the CPU for u-Program branching. An
interrupt being serviced by the CPU is cleared in the IRS.

The test memory may contain a CPU test routine, which is executed by the
CPU at Master Clear. The test routine is executed with all connections to the
P-Bus disabled, only enabling these (and disabling the test memory) if the test

is terminated successfully.
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2.4.7.2

2.4.7.2.1

2.4.7.2.2

Consequently, the CPU/CACHE may be thoroughly tested upon Master Clear,
before the module is allowed to use the P-Bus, thereby minimizing the risk of
CPU malfunction resulting in a P-Bus lock.

The CPU

CPU Outline

Functionally, the CPU is divided into two main sections:

- the CPU control section

and

- the ALU/data Path/register section

These two main sections will be briefly described in two subsequent chapters.

The CPU Control Section

Generates the micro instruction to be executed in the following clock cycle,

i.e. when loaded into the microinstruction register and the four registers:

- IBUS microinstruction register,
- A address select and application control register,
- B address select register and

- MCU instruction register

The microprogram address MIA (11:0) is generated by the MCU (Micro program
Control Unit) and by the "feed-back control circuit", controlled by the
microinstruction fields FB (11:0), MCI (3:0) and MCJ (1:0).




The CPU control section provides the following main facilities for micro-

program address generation:

- Microprogram subroutine facilities:
In the MCU (AM 2910) a 5-level LIFO stack is included, in which the
microprogram return address may be saved, when a subroutine call is
executed. A microprogram subroutine call may be executed conditional-
ly, with the contents of the "arithmetic flag status register" (which
constitutes part of the Process Status Word) or with the instruction code
register (OPREG) bit 3 as the condition.

- Jump to any of the 2K microprogram locations in one clock cycle.
- Multiway jump facilities, controlled by:

- 9 instruction code bits (OPREG (15:7))
- PSW11 (the system/user state bit),
- PSW12 (alternative instruction set) and

- a bit from the micro program register, FB1.

This jump facility enables a fast identification of the instruction code
presently contained in the OPREG. Note that PSW11 is used as a parameter in
the multiway branch. In the CR80, PSW11 specifies the state of the process
being executed by the CPU as one of the two: System/User State.

The action to be taken by the CPU when decoding and executing an instruction
depends on the state of the CPU., This is why the state is incorporated as a

control parameter in the instruction decoding.

The multiway-jump facility is implemented using a 4K x 8 PROM, generating

the lower 8 bits of the microprogram address.
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- The interrupt code from the "interrupt reception and storage" section of
the module may be used as the lower 3 bits of the micro program
address. The "Feed-Back Controller" is designed to ensure that no time is

lost testing whether interrupts are pending or not.

This is done by using a composite microinstruction for:

- testing interrupts and
- performing the previously mentioned multiway branch on the opcode,

etc.

The instruction performs a test (in hardware) on the interrupt code. If
interrupts are present, the interrupt code is used for generating the next micro
program address. If no interrupts are pending, the multiway branch on the

opcode is executed.

- Facilities for testing selected fields of the instruction code.

- Facilities for testing the LS bit of the Q-register in the 2901 ALU slices.
This is used for integer multiplication, making it possible to shift and
test the mutiplier, controlling the subsequent shift and additions of the

multiplicand.

- Facilities for testing the CPU state PSW11 separately.

- Facilities for testing the contents of the fault register. This is used upon
unsuccessfull PBTC P-Bus operations, which unconditionally force the
MCU to microprogram address @. Due to the fact that no microprogram
return address is saved in this situation, information identifying the type
of the faulty processor bus operation cannot implicitly be held in the

microprogram, which is why a separate register (the fault register) for
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- saving information identifying the type and parameters of the bus
operation
and

- information identifying the fault cause

is necessary.

2.4.7.2.3 The ALU/Data Path/Register Section

Consists of the following subsections (all 16 bit wide):

- two ALUs:
the ALS and the AMS ALUs,

Both are able to execute a number of logic and arithmetic functions.

- two 16 x 16 bit register files:
the ALS and the AMS register files.
The ALS file is a two-port register file, allowing simultaneous read in

two different locations and write in one of these, i.e. operations of the

type:
(B) := (A) * (B)

The file addresses may be sourced by the microprogram directly, or by
the OPREG, i.e. from the instruction code.

The AMS register file is primarily intended as the physical storage space
for those of the CPU registers visible to the programmer that are

involved in main memory address calculation (BASE, PROG, etc.).

- The NINS register:
This is intended to be used as an intermediate register on the instruction
code path from the memory to the OPREG, allowing the instruction code
of the next instruction to be fetched, while the current instruction code
is held in the OPREG during execution.
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The mask PROM register file:
This register file is only readable and, as the name implies, is intended
for masking operands supplied through the OBUS to the AMS ALU with

one of 32 pre-programmed masks.

The register file has separate input and output ports and an addressing
scheme allowing reads and writes in two different locations (with some
limitations when selecting the pair of registers).

The register file is writeable concurrently with loading the AR register,
a feature to be used for maintaining a copy of AR contents. This feature
is a "must" in the CR80 system in order to make it possible to regenerate
the memory address of a P-Bus operation (initiated by the CPU) upon a
bus transfer error.

A number of special purpose registers:

- The OPREG, containing the instruction code of the current in-

struction and connected to the CPU control section.

- The Process Status Word Register.

- The TR register, connecting the ABUS and the IBUS, and providing

byteswap facilities.

- The AR register

- The ODR register

- The IDR register
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2.4.7.2.4

The PBTC (P-BUS Timing Control Section)

Performs the following functions:

and

Communicates with the arbiter in order to obtain P-Bus Access, when
requested to do so by the CPU.

Performs the actual bus operation (i.e. communication with "slave")

when P-Bus access is granted.
Detects faults, which may arise during bus operations, loading the fault

register with information identifying type and parameters of the faulty

operation and the fault cause,

Forcing the CPU to jump to microprogram address @.
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2.4.7.2.5

Interrupt Reception and Storage Section

Performs the following functions:

- Monitoring the PU control bus, detecting interrupts/notifications of

relevance to the module. This comprises:

- latching of timer interrupts and

- latching notifications directed at the CPU, i.e. latching of notific-
ations transmitted by the MAP module with the CPU/CACHE
module's CPU # as the value of the INT (2:0) lines.

- Monitoring the CACHE "Parity-Error-Status" output, latching the con-

dition, if an error occurs.

- Monitoring the Process Status Word, bit 1 (PSW1), detecting an active
"trace flag" (= PSW1).

Interrupts/notifications received from the PU control bus are masked by PSW
(14:15), allowing interrupts/notifications to be latched unconditionally, but
preventing these from being transmitted to the CPU, if the corresponding

mask bits in the PSW are set.

The "CACHE Parity Error" signalling to the "interrupts reception and storage"
section may be disabled by a hardware switch. This causes no malfunction of
the module if errors occur, but of course prevents the CPU from monitoring
the CACHE "health".

Those of the interrupts/notifications, etc. that are not masked by the PSW are
encoded into a 3 bit interrupt code, which may be tested by the CPU Control
section. The interrupt code identifies the pending interrupt with the highest
priority.

When using the interrupt code for microprogram address generation, the

interrupt being serviced is cleared.
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2.5

2.5.1

CR80 MEMORY MAP MODULE

General

The Memory MAP Module (MAP), together with it's associated Map Interface

Adapter Module (MIA) contains all PE central system functions, such as:

. Timing and control

. P and C-bus Authority control (arbitration)

) Datachannel interface

) Logical to physical Address translation

. INTRA MEMORY DMA, control and multiplexing
. Interrupt Preprocessing

. V24 PE-System console I/F
. Bootstrap PROM

. PE-initialization and selfcheck control

In order to facilitate the following discussion of the above, a block diagram of

the MAP module is included overleaf,

In order for the MAP module to perform it's central functions in the PE, all
PE-buses (P-bus, C-bus and Datachannel) are connected to it. Also, it include
it's own MAP processor for handling of INTRA MEMORY DMA, Interrupt
Preprocessing, system console, and PE initialization,

The Address sourcing devices connected to the MAP is allowed to access the
total PE-Memory, and privileged control memory of the MAP, C-Bus DMA's

and Peripheral Modules in the following ways:

1) The CPUs on the P-bus may by privileged instructions access:
The Translation Table Registers (TTR)
The translation tables (TT)
The access status registers (AS)
The MAP processor RAM (MP RAM)

2-93




wosbDip y0)q ‘3npow gy Aowal |-157 By

[ IRENS
1Iv4 HIMOd SETRZN |
3vind [dW) NO > "o mhqpumw
SYINNG WYY -dH HOSSTI0Md WOUd -dH -1Vt ON
%013 dvh
WoYd
HINNYIS
1dNYYIINT SN8 H0SSII0Ud dvh
VKO
H)-¥1iva
3IV4HIINI
9ZA SNG-dw
CEIS TR I PR
H)-viva 1dPYYIINL
pa
vim o1 7 TSNG-VIW-dvH) AR
SNA - TINNYH)
3IVAHIUNI VWO 1IVA¥IINI
SNG-HW sng-d sna-3
VRN K3 snB-¥0SS3II0Ud
S VIvo- 90V, GVt . ng-g L
TUNYILNI
TITSORINY]
sn@-d
1041NO) s11avL mmw_m_mcww zo.&«:«c» _Muu m::amu
539 NOLY TSNVY | / ALIMOHLNY
SV NOLLYISNYHL -1

(d0QY WIISAHd) 11

9%49-0%

2-94




2)

3)

4)

By privileged instructions, the CPU's may access:
C-Bus DMA's on the C-Bus
Peripheral Modules on the Data Channel

By memory operations the CPU's may via the logical-to-physical
address translation, access PE-Memory:

Memory on the P-Bus

Memory on the Data Channel (RAM and Peripheral Modules)

The C-Bus DMA modules on the C-Bus , may by privileged MAP
operations access:

Translation Table Registers (TTR)

Access Status Registers (AS)

Translation Tables (TT)

By memory operations the DMA's may via the logical-to-physical
address translation, access PE-Memory:

Memory on the C-Bus

Memory on the Data Channel (RAM and Peripheral Modules)

The INTRA MEMORY DMA within the MAP may via the logical-to-
physical address translation, access PE-Memory:

Memory on the C-Bus

Memory on the Data Channel (RAM and Peripheral Modules)

The MAP processor is allowed to access:
All devices connected to the MAP Processor bus (MP bus)
The Interrupt Receiver and Interrupt Scanner
Translation Table Registers (TTR)
Access Status Registers (AS)
Translation Tables (TT)
Control memory of C-Bus DMA's on the C-Bus
Control memory of Peripheral Modules on the Data Channel
PE-Memory on C-Bus and Data Channel
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Access Arbitration

The P-Bus has the highest priority, but will not get two consecutive

cycles, if other requests are active.

The C-Bus, the DMA and the MAP processor have equal priority,

and a cyclic arbitration is used among these.

2-96




2.5.2

2.5.2.1

CR80 Memory Management

General

The concept behind the memory management features available with the CR80
Processing Element is that of "Logical-to-Physical Address Translation". The
amount of memory required by a process is defined to be its "view" or "logical
address space". This space may be as large as 2 x 64 1K pages. The areas of
physical storage assigned to the process are defined to be its "physical address
space"., The address translation function which converts the addresses in the
logical space to the addresses in the physical space is called the view for that
user, The view is implemented by two Translation Tables which each contains
64 entries, Each of these entries defines the physical address of a logical
IKword memory page. The view is totally under control of the system
software. Each |K page can be read and/or write protected. In addition, there
are separate views for INTRA MEMORY DMA, Inter Processing Element
DMA's (S-NET).

The CR80 Advanced Multiprocessing Operating System (DAMOS) determines
what these maps are to be, and then relays this information to the address
translation hardware, The figure (2.5.2.1-1) overleaf shows the logical-to-

physical address translation,

The mapping ensures total integrity, security, and protection against inter-
ference by other users, e.g. programs being debugged while the system is
running in actual on-line operation, Beyond being able to be read and/or write
protected, each IK page separately can be marked "absent" giving rise to a
page fault interrupt when accessed. This feature is utilized in DAMOS to
implement an efficient Virtual Memory System, allowing Application Software
requiring a large accessable address space to run on smaller memory size
CR80 computers, The page fault interrupt issued when a page not resident in
memory is addressed by a CPU, will initiate that the page is rolled into

memory from discs.
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Each of the up to 5 possible CPUs in a Processing Element (PE) works with its
own private pair of Translation Tables, One is allocated for program, i.e, the
collection of machine instructions compiled to perform a certain function,
while the other is allocated for the data i.e. the collection of constants and

variables and data required to execute the function,

Likewise, each of the up to 5 possible C-Bus DMA's are prevented from
interfering with users by working with its own private Translation Tables, One
of the segments is allocated for read accesses to memory, while the other is

allocated for write accesses to memory.

The Memory Map address translation circuitry, can contain 64 translation
tables, This means that change of user {process switch) on a CPU (or DMA),
and the associated change of view, often can be done just by changing the
CPU's Translation Table pointers (TTR pair), not having to load the Translation
Tables of the user view, This feature is used by DAMOS for allways having its

Translation Tables resident in the Memory Map.
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2.5.2.2

Address Translation

Memory addresses generated by the address sourcing modules, CPU's on the P-
Bus and DMA's on the C-Bus, are translated from the logical address space
(128K words) to the physical address space (16 mega words) by means of a set
of Translation Table Register (TTR) pairs and address Translation Tables (TT)
located in the MAP/MIA modules. Beside the address translation performed,
the modules also protects against unauthorized accesses by means of pro-
tection bits associated with the physical address. The implemented translation

function is illustrated overleaf (figure 2.5.2.2-1) and described below.

The address translation functions of the Memory Map is multiplexed between
the P-Bus and C-Bus. The address sourcing device (CPU or DMA) issuing the
logical address to be translated, by its device no. points to a Translation Table
Register (TTR) pair. One of these registers is selected, depending on for CPUs:
Program or data location addressed, for DMAs: read or write operation. The 6
bit contents (Translation Table no.) of the selected Translation Table Register
points to the Translation Table (64 words), in the MAP Translation Memory.
The six most significant bits of the logical address to be translated, then
points to the actual word in the Translation Table. The output, 18 bits from

the MAP translation memory, consist of:

2 bits for parity check
2 bits for access protection
14 bits which will form the most significant part of 24 bit physical

address.
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The 10 least significant bits of the logical address to be translated, are not
translated by the Memory Map, and constitute unchanged the 10 least
significant bits of the physical address, while the 14 address bits output from
the MAP translation memory forms the 14 most significant bits of the 24-bit

physical address.

If the 4 most significant bits of the 24 bit physical address is 0, the addressed
part of PE-Memory is located in the PU (I Megaword max.). The address bits
on the bus (P-or C-Bus) forwarded to the MAP module for translation by the
address sourcing device (CPU or DMA) are three-stated, by signal from the
MAP module to the Address Sourcing module, except for the 10 least
significant bits. The MAP medule now places bits 10-19 of the 24 bit physical
address on the bus, forming a 20-bit physical address (1 Megaword) available

for addressing in the PU.

If the 4 most significant bits of the 24 bit physical address is not 0 (1-15), the
addressed part of PE-Memory is located in CU's (RAM or Peripheral Modules)
and the complete 24-bit physical address is forwarded on the PE Data Channel.

During address translation the access protection bits are checked against the

access rights of the address source:

Protection CPU in CPU in
Bits System State User State
(AD17=1) (AD17=0)
or DMA access

0 0 Page absent Page absent

0 1 Full access Full access

1 0 Full access Read only

1 1 Full access No access

If an unallowed access is attempted, the transfer is terminated, without
releasing physical address to buses, and the CPU's or DMA's are notified, and
will fetch the error cause by microprogram routine (refer to the CRS80

interrupt system description, section 2.6).
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2.5.2.3 PROM

To support the system during initialization a 4K word PROM is included, which
is made available for the CPU upon master clear by means of address
translation set up by the MAP/MIA module.

The bootstrap loader is resident in the PROM, allowing the system to be
loaded from disk, floppy disk or the V24 communication port at system

initialization time.
The 4K PROM located in the MIA forms 4K words of the total 16-megaword

physical memory space. Thus the logical-to-physical address translation may

point to any of these four PROM pages as well as any RAM page.

. Physical address

The physical address of the 4K PROM is:

23 12 11 0
L 111111181111 I OOO—FFFJ

Corresponding to the upper 4 pages of the l-megaword memory located in
crate 15 (crate F) or, in other words, the uppermost 4 pages of the 16384 total

pages available,

2-104




2.5.3

MAP Processor

The MAP processor (MP) handles interrupts, DMA transfers, AV24 communi-

cation port, self-test, system start-up and access status.

Communication with the CR80 CPUs located in the Processing Unit is carried
out via the MP-RAM, which is accessible from the P-Bus using privileged MAP

instructions.

Interrupt Processing is performed in accordance with the following section on
the CR80 interrupt system, with all tables located in the MP-RAM. The MP

fetches interrupt vectors from the interrupt Receiver and Interrupt Scanner in

MIA, and CPU's are notified via the Notification Transmitter.

DMA (Intra Memory) transfers are setup by the MP upon request from CPU's.
For this purpose the MP uses the INTRA MEMORY DMA in-the MIA.

The AV24 Port may be used either as PE system port or as peripheral port for
the MP.

In the first case, the MP handles blocking of data with buffer areas located in
MP-RAM, sets up baud rate and other control variables, and controls the
communication between the PE and the external device.

In the second case, the MP executes commands from the AV24 port, thus
providing a tool for debugging the Processing Element (PE), since the MP may

access all memory and modules accessible in the Processing Element (PE).

Self-Test and System Start-Up is performed by the MP upon Master Clear of

the PU. The procedure includes:

Check of all registers and RAM areas in the MAP
Check of most important control functions
Initialization of registers and RAM resident tables, including
Translation Tables
] Activation of a CR80 CPU in the PE.
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2.5.4

MP RAM

This forms the MAP processor memory space of 8K bytes, connected to the
MP bus.
The P-Bus may access this memory by privileged MAP instructions, which are

in fact executed by the MP,

INTRA MEMORY DMA

To support Memory block moves within the CR80 Processing Element a DMA
channel is included in the MAP/MIA modules. The DMA is used for transfer of
data within the PE-Memory (Memory in PU or on the Data Channel (RAM and
Peripheral Modules)) and is controlled by the DAMOS system software.

Addresses generated by the DMA channel are, like the remaining address
sourcing modules in the system, connected from the logical space to the
physical space by the memory mapping function.

The DMA can move buffers of up to 16K words and has a maximum transfer
rate of 1.2 Megabyte, The DMA supports byte addressing, as the buffer start

and ending points are defined as byte addresses.

The required set up of the DMA are defined in the MAP module data sheet.
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2.5.5 AV24 Communication Port

The AV24 Port included in the MAP/MIA modules has the following speci-

fications:

Data mode: asynchronous

Character length: 7 bits

Parity check: even

Parity generated: even

Stop bits: 1

Baud rate: Selected by MIA 4 bit DIL switch,

The AV24 port may operate in either of two modes:

. PE port to system console, maintenance and Configuration
Processor (MCP), diagnostic load facility (such as cassette tape),

hard copy terminal, etc.

2. PE off-line Maintenance connection making all the MAP, memory

and modules directly accessible from a console.

Mode | is selected, when the MAP is in normal mode.

Mode 2 is selected, when the MAP is in maintenance mode.

Connection to the AV24 port is via a 25p, D-type connector on the MIA front

panel.
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2.5.5.1

Normal Mode
When the AV24 Port is selected to operate as a PE System Port, it is accessed
from the P-Bus via the MAP Processor RAM. The MAP provides buffering of
input and output data, in full duplex, at transfer rates up to 9600 baud.

Input and output are separated functions, but use the same interrupt vector.
2.5.5.2 Maintenance Mode

In mode 2, the AV24 port is used to issue commands to the MAP for PE off-

line test and diagnostics.

This mode is selected, whenever the MAP is in maintenance mode.

The MAP accepts following commands from the AV24 port:

H - Halt PU

R - Run

S - Single Cycle
N - Notify CPU
M - Move Data

The general command format is described overleaf.




Command Format

The format is defined by the syntax description below:

2

<command>:: = <command code> §<param>}0 <CR>{<data>}°6
<command code> ::=HRSNM

<param> it = {{<sp>€:<dig1t>}?

<digit> 2 = 0123456789ABCDEF

<data> :: :{{<del>{; <digit>§2

<del> :: = <SP> <CR>

Whenever a BREAK is sent to the MAP, the command currently
being inputted or executed is cancelled, and the MAP is ready for a

new command.
The number of parameters depends on the command (The number
of digits in a parameter is fixed for each parameter in the

individual commands).

Output from the MAP.

Whenever the MAP is ready to receive a command, it outputs a '*'
When the MAP detects an error in the input format, it outputs a '?'
When the MAP detects a Time-out, it outputs a 'T".

When the MAP detects a Parity Error, it outputs a 'P'.

When it is attempted to overwrite locations £970-£977 in the MP-
RAM, a " " is outputted.

Some commands produce output parameters, which are transferred
to the AV24 port with the following format:

3

<output params>::= {§<digit>}z <sp> {<CR>}I§
0’0
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PE Initialization

Upon master clear, each CPU will run a self check routine without accessing
the P-Bus. Notification reception must be disabled during the self check, After
enabling of the Notification reception, the CPU will wait (still without
accessing the bus) for a notification, and within 100 us after the first
notification fetch its own Notification descriptor (c.f. 2.6) in the MAP.

The MAP will, following its own self check routine, initialize Translation
Tables (TT), Translation Table Registers (TTR), and all MAP Processor RAM
resident tables.

If in maintenance mode, the MAP is now ready for reception of commands,

If in normal mode, the MAP will notify CPU no, 0 and check, if it fetches its
Notification. Descriptor (ND) within 100 us. If not, CPU no. | will be notified,
etc. After CPU no. 4 , CPU no. 0 is tried again, and so on, until a CPU
responds by fetching its ND., The ND will be no. 0000. The system is now
operating,

The LED "NO-CPU" will be on during the notification sequence described

above, and will be switched off, when a CPU responds,

. Translation Tables (TT)

Upon Master Clear the address translation tables will map logical page
0,1,2,3 and 63 of Translation Table ] into the 4K PROM in the MIA, and
logical page 0 and 63 of Translation Table ¢ will be mapped into physical
pages 0 and |, which must be part of a RAM-module.

. Translation Table Registers (TTR)

For CPUs, the Program TTR will point out Translation Table 1, and the
Data TTR will point out Translation Table 0.




2.6

2.6.1

2.6.2

CR80 Interrupt System

Introduction

Handling of interrupts in the CR80 memory mapped system is, like all CR80
processing, performed as distributed processing, to preserve the CPU power
for application oriented work. The interrupt handling described in this section
(interrupt preprocessing) covers those interrupts which are not directly related
to the CPU, i.e. interrupts where other CR80 modules are involved in the
handling. The CPU hardware/firmware reactions (micro program routines) to

different types of interrupts are described in the Central Processor section.

The interrupt preprocessing is primarily performed by the MAP module, but

partly distributed down to the Peripheral Module (peripheral processor) level.

Vectored Interrupt

The following interrupts belong to the vectored interrupt group (see fig.

overleaf):

Module interrupts issued from peripheral modules and C-Bus DMAs
CPU interrupts issued from CPU to CPU.

Power failure interrupts caused by power drop in the PU or CU's.

Real time clock interrupt, interrupt time is software setable in the MAP
module.
[ Interrupts from INTRA MEMORY DMA and PE system port.

Each of the above mentioned interrupts has a unique interrupt vector (IV) of 10
bits specifying the interrupt cause as defined in table overleaf (2.6.2-1).

The vectored interrupt preprocessing is performed in the MAP module by
means of tables located in its internal memory (MP-RAM) accessible from the

CPU's by means of privileged MAP instructions.
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The logical operations performed in conjunction with an interrupt are as
described below:

Interrupts issued from the different sources, CPU's, peripheral modules, C-Bus
DMAs, are received by the MAP's Interrupt Receiver (logical function). The
received interrupts which are characterized by their IV are used as pointers
into the IV record table which contains information on the current IV status.
If the status of the IV record allows the CPU associated with the IV to be
interrupted, the MAP will notify the CPU by means of a special set of signals
outside the two transfer buses (P-bus and C-bus).

When the CPU recognizes the notification, a context switching in the CPU is
performed. During the context switching, which is microprogrammed in the
CPU, the 1V causing the switch is fetched by a privileged MAP instruction and

used as a pointer to the interrupt service routine for that specific IV.
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Table 2.6.2-1
Interrupt Vector Table

v v
9876543210 (HEX)

Interrupt Source

0000000000
©IvC 00 0-

0000011111
0000100000

MA 020-
03B
0000111011
oo0ooo0111100 03C
0000111101 03D
ooo001!111110 O03E
0000111111 O03F
0001000000
CA -7 MA 04 0-
3FF

rr1r1rr1rri111

CPU interrupt, (IVC is the vector
issued from the source CPU, IVC is

determined by system software.)

C-Bus Module (CBM) interrupt.
(The module address for CBM's shall
be set within limits of MA),

AV24 System port in MAP module
INTRA MEMORY DMA
Real Time Interrupt

Power Failure in Processor Unit

Interrupts from Data Channel modules

e CA:Channel Unit number {1-15).

o MA(hex)= 3 F: power failure in CU

® 00 <MA(hex) <3F available for Peripheral
Modules, MA is switch-selectable on the

module,
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2.6.3

MAP, Internal Interrupt Control Memory

The preprocessing performed in the MAP module is based upon two tables, IV

record table and CPU record table, in conjunction with the communication and
control area located in the MAP internal memory (MP-RAM). This part of the

internal memory is, during normal operation, accessed by means of special

privileged interrupt instructions from the CPU's, but could be accessed by the

MAP's general instructions, (not allowed during normal operation). The layout of

the MAP internal interrupt control rnemory is shown below.

Figure 2.6.3-1
MAP INTERRUPT CONTROL MEMORY

BWIBR0I8765432

10

f IVR(1V) | TIMER(IV)
v
| LIST (1V)
v
co|PRrIO
Py
v
Py
B
T B 00000 ] 1IvC
U
1
B | IVR
| IVSEL
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2.6.3.1 IV Record Table

The IV record table holds a record for each of the 1K vectored interrupts in

the Processing Element (PE). The record is formatted as shown below.

Bit # 15 14 8 7 0
T 1vk (av) |  TmER (IV) |

. TIMER(V):

This 8-bit field is used for timing out of the interrupt.

Max. time (0-255) in units of 1024 ms until the interrupt (IV) shall occur.

TIMER = 0 means: no time limit

TIMER > 0 means: MAP will decrement TIMER once per 1024 ms.
As TIMER is decremented

from | to 0, an IV interrupt is simulated.

Thus:

(TIMER-1) < time limit < TIMER.

When an interrupt (IV) occurs, TIMER(IV) is set to 0 by the MAP.
The TIMER(IV) may be changed by the CPU's without restrictions.

2-115




IVR (IV)

This field defines the priority of the interrupt (IV) and the CPU which

may be notified when the interrupt occurs,

Bit # 15 14 12 11 8

CPU P (IV)

2 1 0y 3 2 1 o0

P (IV): IV priority, (0-15), 15 highest priority, bit 0 least significant
bit, P (IV) is programmable from the CPU,

CPU (1V): CPU no (0-4, 7) associated with the 1V,
CPU (IV) = 0, 1, 2, 3, 4 means that only the CPU no.
specified, may be notified by the interrupt corresponding to
the 1V, CPU (IV) = 7 means that any of the 5 CPU's may be
notified.

The 1V records table is accessible from the CPUs using privileged
MAP interrupt instructions, but can only be changed by the IVR
CHANGE REQ instruction,




2.6.3.2

2.6.3.3

CPU Record

This field defines the CPU's priority, one byte per CPU as defined below:

4 3 0
CPR: [ [co[ P (CPU)

P (CPU): CPU priority, 0-15:

15 is highest priority, bit 0 least significant. P (CPU) is program-
mable from the CPU's. When a CPU is notified, the MAP will set
P (CPU): = P (IV).

CD: CPU disabled:
! indicates that notification of the CPU is not allowed.
0 indicates notification allowed.
CD is set by the MAP, when the CPU is notified. The CPU may

reset CD when it is ready to accept a new notification.
CPU records may be changed only by special privileged interrupt instructions.
IV Queue
The areas: List Elements and IV Queue Control Blocks, are used by the MAP
module for storage of interrupts currently not allowed to notify a CPU. When

a change in a CPU record is performed, the map will scan through its queues

to determine whether any queued interrupt is allowed to notify the CPU.
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2.6.3.4 Communication and Control Area

The remaining part of the interrupt control memory is used for communication

and control of the MAP-CPU interface as described below:

Notification Descriptors:

This area consists of five words, and the contents correspond to the IV (10 bits)
which has caused a CPU notification, one word per CPU. The contents is
updated from the MAP when a notification is performed and fetched from the

related CPU by its interrupt micro routine.

INTRQ's:

These five words, one per CPU, are used by the map module as interrupt

receiver for CPU interrupts.

IVR Change Reg.:
These two words are used to communicate changes to the IV records. The

timer part of an IV record (TIMER (1V)) is directly accessible from the CPU's

and therefore no communication area in the memory is allocated-to this.
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2.6.4 Interrupt Preprocessing

2.6.4.1 Vectored Interrupts
The preprocessing performed by the MAP on receiving a vectored interrupt is

based upon the contents of the IV records table (see fig. overleaf) and CPU

records table as specified below:

Conditions for Notifications

The interrupts received by the MAP module will cause a CPU to be notified by
the MAP if:

. An interrupt has been received or stored by the MAP
and e The CPU disable bit is "Q"
and e The priority of the CPU is lower than the priority of the IV as
defined in the IV record
and e The CPU is assigned to the IV, or CPU (IV) = 7,

Selection of a CPU to be notified

The MAP selects the CPU with the lowest priority which fulfils the
requirements above,
If this rule produces more than a single candidate, one of these is arbitrarily

selected.

Queueing of Interrupts

If the current status of the IV record and CPU record does not allow for a CPU
notification, the interrupt is queued until a change in the records is performed

from the CPU, upon which the queued interrupts are examined to check

whether they now are allowed to cause a notification,




Figure 2.6.4.1-1
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If an interrupt (IV) is received while this 1V is already in the queue, the

new interrupt is thrown away.

The privileged MAP instructions used by the interrupt handler and the

CPU's interrupt microprogram routines are as defined in the following.

2.6.4.1.1 IV Record Instructions

(Read IVR, Read IVRQ, Write IVRQ, Write IVSEL, Write Interrupt

Timeout).

These instructions are used for accessing the IV records table from the
CpU's,

. Read IVR:

By this instruction the contents of the addressed IV is fetched as shown

below:
RIW ADDRESS DATA
15 9 0 1514 M 87 0
] Goooool 1V 7 (XI_1vR (V) | TIMER (IV) ] READIVR
CPUlTVJ[ PV
)
f \
IV RECORD
TABLE IN MAP
VR (1vV) | TIMER(IV)
L
. Write Interrupt Timeout:

This instructions updates the TIMER (IV) of the addressed IV record.

R/W ADDRESS DATA
7 0

15 9 0
01000 | v ] [ ] TIMER(IVI] WRITE INTERRUPT
TIME OUT




] Read IVRQ, Write IVRQ, Write IVSEL:

These three instructions are used for updating the IVR field in the

addressed IV record as shown below:

READ
IVRQ

IVRQ Y
BU7$Y

WRITE
IVSEL

l

WRITE
IVRQ

SET BUSY

!

R/W  ADDRESS DATA
15 9 0
[Mooo1001 01100001 ] | [ TvseL ] WRITE IVSEL

|
ts8

TIMER 1V

IVR

15 —pﬂ

fooo100101100000] [ ] IVR '] WRITE IVRQ
15 7 0
@ {noo0100101100000] [8] ] IVR | READ IVRQ

-

'
BUSY
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2.6.4.1.2 CPU Record Instructions (Read CPU record, Change CPU record).

These instructions are used for accessing the CPU records from the

CPU's.
° Read CPU Record:

By this instruction the contents of the addressed CPU record (CPU no.)

is fetched as shown below:

R/ W ADDRESS DATA

15 20 15 3 0
[} oo i00io0000krs] [——=———___ FO[PROIPU] READ CP RECORD

° Change CPU record:

This instruction is used for changing a CPU record as shown below:

: ADDRESS pata g 0
s b L CHANGE
[1007000000000 fcPus] [0 0000 ooefo oo PrIO_| A Rk corD

E:12CD.=0

(D | P(CPU}
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2.6.4.1.3 Read Notification Descriptor:

When a CPU has been notified from the map module, the cause (IV) is
fetched from the map during the CPU's interrupt micro program routine.
The map instruction used is as defined below:

CPU no. in the address field is the CPU notified and is used for

addressing the correct notification descriptor.

ADDRESS DATO
R/W 15 2 0 9 0

READ NOTIFICATION
(0] o001 00101 0 0] <] ] READ, NoTt
NCTIFICATION CAUSE
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2.6.4.2 Initialization

When power is switched ON or the PU is master cleared the contents of the

different areas of the Interrupt Control Memory are preset as defined below:

7 6 43 0
cPu(Iv) | P(IV)

1V Records 0

7 0

TIMER (IV)
0
7 L3 0
CD P (CPU)
CPU Records 1 = F
9 0
Notification ND (CPU)
Descriptors 0
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CPU Notification

Notification of the CR80 CPU from the MAP module is performed by a set of

special signals

outside the transfer busses. The signalling allows for notifi-

cation of a specified CPU as used for vectored interrupts or all CPU's as used

with the unvectored fast timer interrupt. Four lines are used, three for

addressing and

one for strobe as shown below:

XXX XXX

L]

DESCRIPTION

000

010
011
100
101
110
111

Notify CPU no. 0
Notify CPU no. |
Notify CPU no. 2
Notify CPU no. 3
Notify CPU no. %
Not used

Not used
Fast Timer (250 us)
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2.6.6

CPU Interrupt

CPU interrupt, which is a standard CR80 instruction (ref. chapter on in-
struction set) is performed from a CPU by updating its associated "INTRQ" in
the MAP module: "Interrupt communication and Control Memory". The update
is performed by means of Map instructions as defined below:

READ  INTRG MAP [NSTRUCTION

CPU  TEST

WRITE INTRQ
SET  BUSY MAP INSTRUCTION

The interrupt sent is defined by a five bits IVC in the five least significant bits
of the write INTRQ instruction data word.

WUIBRMCIR T 565432 16
I IvC ]

BUS ¥
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The resulting interrupt vector is as shown below.

9 8 7 6 54 3 2 10
o 0 0o 0 o ve |

IV for CPU interrupts.
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2.6.7

Vectored Module Interrupt

Vectored Module interrupts are issued from the Peripheral Modules and C-Bus
DMASs when attention is required. They are transmitted on the CR80 transfer
busses to the MAP module interrupt receiver as described below, the

processing performed by the MAP module as previously described.
The Vectored Module interrupt paths in the system is shown overleaf (fig.
2.6.7-1), two different schemes are used for transmission of Vectored Module

interrupt to the MAP module interrupt receiver.

Interrupt transmission on C-bus, Data Bus A, or Data bus B.

Interrupt transmission on these buses are performed by serial transmission of
the Peripheral Module or C-bus DMA's interrupt code on the open collector
line INR. If the code received by the module on the responding INA line (INR
inverted) correspond to that transmitted, the interrupt has been accepted by
the Interrupt receiving module (MAP in PU, CIA in CU) and transmission is
stopped. If the codes do not correspond a module with higher interrupt code
has transmitted at the same time, and the module with low interrupt code has
to retransmit its interrupt until successful. Transmission of interrupt codes is

performed in synchronism with the clock on the transfer buses as shown below.

o— L ] |
ZaupligigipgigigipuppipinEe

INA - [PT ]P0 [MASTMAGIMA3 A 2 [Ma1]Ma0 [P1 | Po |

L J
INTERRUPT  CODE

Vectored Module Interrupt on C-Bus or Data Bus A and B.
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The bits in the interrupt code are defined as follows:

Pl, PO: Priority bits, switch settable in the module, The priority is
only used by the hardware and therefore not part of the

interrupt vector (IV).

MAO0-MAS5: Module address, switch settable in the module. The module
address defines an unique module within the CU or PU and is

part of the interrupt vector (IV),

Module interrupts issued from C-Bus modules on the C-Bus are received by the
MAP interrupt receiver and processed as described in the previous section on
Vectored Interrupt, and may result in a CPU notification. The ]0-bit

Interrupt Vector (IV) for C-Bus modules are composed as follows.

Bit 9 6 5 0
=
B 0 0 0] MA ]
MA = Module Address: (20 < MA (HEX) < 3B)

The module address (MA) limits defined above for C-Bus modules (DMAs)
module address are due to the fact that CPU interrupts and the special MAP
interrupts use the most significant four bits as "0". When the MAP module
does not want to accept interrupts from the C-Bus it simply pulls the INR line
low (corresponding to highest interrupt code), thereby forcing pending

interrupts to be queued on the bus until INR is released.
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b)

Module interrupt issued on the data buses from Peripheral Modules are
received by the CIA's Interrupt Storage. The CIA module will as described for
the MAP module above, queue interrupts on the bus until the storage has been

emptied by the MAP module via the Data Channel as described below.

Interrupt transmission from the CU's on the Data Channel to the MAP module,

of interrupt codes from the CIA interrupt storage is performed under control
of the MIA module. The interrupt lines on the data channel are controlled from
the MIA independently of the data transfer by a polling routine, which
sequentially scans the status of the connected CIA's interrupt storage (max. 15
CIA's e.g. 15 CU's). When an interrupt is present in the polled CIA, the
interrupt code is transmitted to the map module for processing and generation
of CPU notification. The 10 bit interrupt vector (IV) for modules on the Data

Channel is composed as follows.

S 65 Q

[ CA | MA |

CA: CHANNEL UNIT NUMBER (1-15)
MA: MODULE ADDRESS (00 < MA (HEX)<3F)
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The signal sequences on the data channel are shown below.,

U o I O g N o AR I N B
1A E I: RESPONSE J—L-'
: 'l

ISSUED BY l
ADDRESSED CIA |

COMMAND
ISSUED BY MAP

3
Command format: L CUA l CF le]

CUA 3:0: Channel Uni; Address
CF  2:0: Control Field

P : Parity (odd)
bit 2 1 0
00 0 FETCH INTERRUPT
CF 0 1 0 FETCH TEST PATTERN
1 0 0 RESET POWER FAILURE

Response format:
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R: Response
P: Parity (odd)

bit 6 5 4 3 2 1 0

1| ADDRESS ! Interrupt

R 0 0 X X X X b3 No interrupt

1 | STATUS Test Pattern

2.6.8 Power Failure Interrupt

Power failure interrupt is issued from the CIA module when its DC voltages
(data bus A or B in the CU) drop below 95% of nominal value. The interrupt is
handled as a normal Module interrupt. In the PU the MAP module monitors
the DC power and generates Module interrupt if the power drops.

The interrupt vector IV for power failure is composed as follows:

v
bit no. 9876543210
Lua L1111
UA: Unit address
UA=0: PU
UA=1-15 CU address
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2.6.9

Real Time Interrupt

Real time interrupts are generated by the MAP module whenever its clock
counter (47 bits) is incremented to the value of INT TIME register (47 bits). Both
clock and INT TIME are accessable from system software by means the MAP

instructions defined below.

DATA
15 0]
r byte | ! byte 0 | Read/write byte 0-1 of CLOCK
[ bytes | byte2 | Read/write byte 2-3 of CLOCK
| | bytes | bytes | Read/write byte 4-5 of CLOCK
1
[ byte 1 ] byte 0 | Read/write byte 0-1 of INTTIME
[ bytes | bytez | Read/write byte 2-3 of INTTIME
T [ byte 5 1 byte 4 Jl Read/write byte 4-5 of INTTIME
CLOCK/INTTIME

bit no. 46 0

byte 5 J I | l I byte i‘

LSB

The CLOCK counter is incremented each millisecond meaning that the interrupt

interval for the real time is: Ims < T, < 2“‘7-1ms.

RT

The interrupt vector associated with real time interrupt is defined below:

Bitno. 9876543210
0000111110}
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2.6.10 Unvectored Interrupts

This group of interrupt consists of 1) the fast timer interrupt, which is
signalled to CPU's on the CPU notification lines to all CPUs in the PU, and

2) interrupts which are signalled to the CPU, currently performing a transfer
on the P-Bus, by termination (due to Error) of the transfer from the MAP

module without issuing a response signal (RS(L)) to the bus.

e Fast Timer Intertupt

The fast timer interrupt is sent from the MAP module to the CPU's by issuing
the CPU notification code 7 together with the strobe.

The interrupt is issued every 250us.

e Termination Interrupts

If an error or an unqualified access from a CPU occurs, the MAP module
terminates the transfer by terminating the bus grant signal PBG to the CPU
while transfer request is still active ref. figure overleaf.

The termination cause will be stored in the MAP module and is fetched from
the CPU or from the C-Bus modules by a MAP privileged read operation. The

read operation is performed by the CPU's error-handling micro routine.

The termination cause (Access Status Register) is defined overleaf, one

register for each CPU and C-Bus module.
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Access Status Register:

Bit 1-0:
Bit 2:
Bit 3:
Bit 4:
Bit 5:
Bit 6:
Bit 7:
Bit 8:
Bit 9:
Bit 10:
Bit 11:
Bit 12:
Bit 13:
Bit 14:
Bit I5:

PRQ ﬁ

Access protection bits.

Parity error in lower TT-byte.

Parity error in upper TT-byte.

Reserved

Reserved

Reserved

Timeout detected by MAP

Reserved

Address Register Error

Parity Error during Write Error Status from Channel Unit
Parity Error during Read
CU-error (bit 11-8 valid)
Parity error in upper byte from Data Channel set by MAP
Parity error in lower byte from Data Channel |

Time out on Data Channel

Generation of Termination Interrupts.

l————— Bus Arbitration signals,

PBG

signalled outside the P-Bus

TRQ

—

P-Bus Signals

RS

Termination Interrupt is recognized by the CPU if
PBG is removed while TRQ is active.
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2.7 PE Interface to S-Net

2.7.1 Introduction

Processing elements are interfaced to the Inter Memory Communication
network (S-Net) and to TDX buses (or X-Net), by intelligent high speed
channel DMA interfaces, accessing the Processing Element memory
directly via the C-bus or C-bus and Data Channel in combination.

Figure 2.7.1-1, below shows a PU with S-Net interface, consisting of a
SUPRA/TDX Interface controller modules (STI) and from | to 8 Adapter
modules connecting to the SUPRA buses and/or TDX buses, Up to & such
interfaces, consisting of a STI module and associated adapters, can be
connected to the C-bus of a Processing Element,

}SUPRA BUSES 0 X-NET, TOX BUS
OPTIONALLY SBA's(SUPRA BUS ADAPTER)
T CAN BE REPLACED WITH TIA's{TLX IN-
1 TERFACE ACAPTERS) OR MIXED WITH IN
THE MAXIMUM OF B ADAPTERS PER SUPRA
TOX l/F

] MEMORY
: P
s T ST Clc cjc
voli.lue e
R I Imaxe]r 1 H (PU’S H HEMORY
A lFslp;u[A IF HlE #1E
” TDX UF 0 I3
3

DATA  CHANNEL

Fig. 27.1-1

The function of 5-Net will be explained in connection with the SUPRA
BUS adapter description in the following, while the TDX (X-Net) is
treated in chapter 8 of this handbook.
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2.7.2

SUPRA BUS, S-Net Frame Format and the SBA

The S-Net consists of coaxial SUPRA buses interconnecting Processing
Elements as required by the application processing and bandwidth require-
ments, Each PE can connect with up to 15 other PE's.. Communication in
The CR80 FATOM. is by symbolic names, with automatic search for the
PE number housing the destination processes or objects, this means that
no information of the physical S-Net configuration is needed by
application or system processes. SUPRA bus connections need only be
established between PE's housing processes and objects actually
communicating. Also this provides for search of the new destination PE
and back-up processor object, in case of failure of the PE housing the
original process or object communicated with.

Further, multiple redundancy is provided by the S-Net, if more than one
SUPRA bus is connected between two communicating PE's, by the
frame/packet protocol automatically without interrupting PE-processors,
reroutes frames via the alternative connections. A SUPRA bus consists of
two shielded twisted wire coaxial cable buses of max. length 50 meter,
shown overleaf in figure 2.7-1, the one being the DATALINE for serial
interchange of data between connected PE's, the other being the
RESPONDLINE which establishes flow control by acknowledging to the
transmitting PE that the receiving PE is ready to receive data. Transfer
rate on both the DATALINE and RESPONDLINE is 16 Megabit/sec.
utilizing Alternate Mark Inverted encoding (AMI). The Transceivers are
transformer isolated from both coaxial buses. The Transmission frame
format (see fig. 2.7.2-2) on the DATALINE follows that of the TDX Bus
(reference chapter 8, section 8.2.1.2) for STI/TIA communication with the

following exceptions:

No FLAG or ABORT bytes

o No bitstuffing

o Each byte preceeded by a "one" bit (inserted by transmitter
and removed by receiver)

o One additional header byte (byte 5) extends number of data
bytes in frame to 256 bytes.

o Source PE number is inserted after frame seq.no. in header
byte no. 4.
o Frame length is variable depending on number of data bytes.
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Format on the RESPONDLINE (see fig, 2.7.2-2) consist of a single byte
informing the transmitting device that the receiver is ready to receive
(receive buffer empty).

Overleaf in figure 2.7.2-3 is shown the block diagram of the Supra Bus
Adapter (SBA) of which up to eight can be connected via the shown HI-Bus
to a SUPRA/TDX I/F controller (STI). The SBA comprises two trans-
ceivers, The one is connected to the DATALINE and to the transmit
circuit for parallel to serial conversion from the transmit buffer RAM of
the frame to be transmitted, and to the receive circuit for serial to
parallel conversion of a frame received to be stored in the receive buffer
RAM. The other transceiver is connected to the RESPONDLINE and to
the receive circuit for retransmitting the 4th byte of a received frame on
the RESPONDLINE, and to a shift register and comparator, for comparing
the 4th byte received from the RESPONDLINE with the #4th byte of a
previously transmitted frame and latched in the register connected to the
transmit circuit, The Transmit and Receive buffer RAM's are connected
to the HI-Bus for access by the STI controller, The HI-Bus is further
connected to the control/status registers also connected to the receive
and transmit state controllers respectively, Assuming that the STI
controller being informed that the transmit buffer RAM is empty by
testing the associated control/status register, the STI may transfer a
frame to the transmit buffer RAM, and shift the status of control/status
register to indicate that the transmit buffer RAM is full, thereby
initiating the transmit state controller to start arbitrating for the
DATALINE. When successful the transmit state controller begins
transmission of the frame on the DATALINE at the same time latching
the 4th byte in the register, If the receiving SBA within a specified time
has returned the 4th byte unchanged, tested by comparison with the
latched byte, transmission is continued until all databytes® has been
transmitted, whereafter a CCITT-16, CRC checkword is appended from
the CRC generator., On successful transmission of the frame the
control/status register is again set to transmitter buffer RAM empty,
ready for a new frame from the STI, otherwise transmission is retried
until successful.

When receiving a frame from the DATALINE the SBA receive state

controller checks in the associated control/status register if receive
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Fig. 292-3 Suprabus Adapter (SBA)
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buffer RAM empty, if not the frame is ignored., If empty the received
data is stored in the receive buffer RAM and the 4th byte received is
stored in the shift register and retransmitted on the RESPONDLINE,
When the complete frame has been received and if the received CRC
checkword is correct the control/status register is set to receive buffer
RAM full to indicate to the STI that a receive frame is available,

Each SBA (TIA) is seen by the STI as | Kilobyte RAM with the maximum
of eight SBA's occupying 8K byte of address space on the HI-Bus.

The STI continuously scans the attached SBA's for empty receive buffer
RAM's and full receive buffer RAM's, in order to transmit and receive
frames. As explained above, a frame placed in a SBA transmit buffer
RAM will keep the control/status register in the full indication until
transmitted, this automatically forces the STI to distribute it's traffic to
other SBA's if traffic on a SUPRA BUS connected to by a SBA is high. It
also in the case of SUPRA BUS failure keeps the transmit buffer RAM full
indication continuously on in the control/status register of the connected
SBA's, thereby forcing retransmissions, automatically requested by the
packet protocol timing out, as well as new traffic to alternative SUPRA
BUS connections, These mechanisms provides for the unique automatic
load distribution and multiple redundancy of the S-Net intermemory

communication network.
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2.7.3

STI, SUPRA/TDX Interface Controller

The STI controller shown in figure 2.7.3-1 overleaf, is centered around
two internal buses the HI-BUS and the CI-BUS. The HI-BUS connects the
two micro computeré of the STI controller with the STI control memory,
SBA and TIA adapters, and the CI-BUS, arbitration of the HI-BUS between
the address sources being performed by the HI-BUS arbitrator.

The CI-BUS intercohnects ingoing DMA, outgoing DMA, HI-BUS, C-BUS,
Status Register (SR) and the Interrupt Controller (IC), arbitration of the
CI-BUS between the address sources being performed by the CI-BUS
arbitrator, The Ingoing processor comprising CPU, program storage in
PROM and RAM as working memory is a self-contained microcomputer
isolated from the HI-BUS when processing internally by the busseparator,
and via the HI-BUS having access to receive buffers of the SBA's and
TIA's and the STI control memory, and via the bus separator and the CI-
BUS to Ingoing DMA, the status register (SR) and the interrupt controller
(IC), and further via the C-Bus I/F and the C-Bus access to MAP
translation memory of the Processing Element (PE) to which the STI
controller is attached, The task of the ingoing processor is to scan the
receive butfers of attached SBA's and TIA's and on finding one having
received a frame transferred into it from a SUPRA BUS (SBA) or TDX
BUS (TIA), to analyze the header and based on control information found
in the STI control memory to set up the ingoing DMA to transfer the data
part of the frame in the receive buffer into the specified area in memory
of the Processing Element (PE). Further the ingoing processor also
handles S-Net signal frames, received from-the S-Net in receive buffer of
the SUPRA BUS Adapters (SBA). An S-Net signal frame indicates that
the Processing Element sending it over the S-Net wants to communicate
with the Processing Element via a yet not specified datastream, the
ingoing proceséor stores the number of the received requeéted datastream
in the status register (SR) and interrupts the PE-CPU's via“the interrupt
controller (IC) for allocation of a memory area for the communication and
specification in STI control memory of the datastream by a stream

descriptor, without which the ingoing processor will ignore incoming data

- on that datastream from the S-NET.
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2.7.3.1

With reference to fig. 2.7.3-1 the outgoing processor comprising CPU,
program storage in PROM and RAM as working memory, it is as the
ingoing processor a self-contained microcomputer isolated from the HI-
BUS by bus isolator when processing internally, and via the HI-BUS having
access to transmit buffers of the SRBA's and TIA's, the STI control
memory, and via the bus separator and the CI-BUS to outgoing DMA,
status register (SR) Interrupt Controller (IC) and further via the C-Bus I/F
and the C-Bus access to the MAP translation memory of the Processing
Element. The task of the outgoing processor is to handle outputting of
frames on active datastreams from the output memory areas in the
Processing Element to empty transmit buffers in the SBA's or TIA's, by
analyzing a corresponding stream descriptor in the STI Control Memory
specifying the datastream. The outgoing processor sets up outgoing DMA
to transfer the datapart of a frame to be communicated to the S-Net or
TDX buses, from memory of the Processing Element to the transmit
buffer of a SBA or TIA connected by its associated SUPRA BUS or TDX
bus, with the destination Processing Element or TDX device as specified
in the network configuration memory (included in the STI control
memory), also based on the information in the stream descriptor the
outgoing processor directly loads the header into transmit buffer of the
selected SBA or TIA,

STI Handling of S-Net Packet Protocol

The communication protoco! ensuring error free communication on a
datastream between Processing Elements via the S-Net or a channel to a
TDX device on a TDX bus is jointly executed by the ingoing processor and
the outgoing processor, The basic packet protocol used with the S-Net and
TDX bus is identical, except for the lay-out of frames, the following is an
overview of the protocol with relation to the S-Net, while more detail as
well as information specific to the TDX bus can be found in the later
chapter 8, on the TDX system (section 8.3.2 and 8.3.3). The STI
processors cooperating with the corresponding ingoing processor and
outgoing processor at the other end of the datastream via the S-Net, with
variables relating to the communication protocol processing being stored
in the intermediate result area of the stream descriptor, specifying the

datastream at each end.
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Data is transferred over the S-Net in packets consisting of one or more
data frames, To transfer a packet over the intermemory network, S-Net,
without error on a datastream being specified by a stream descriptor in
both SUPRA/TDX Interface Controllers of two Processing Elements
connected via the S-Net; packet control and status information is sent in
both directions contained in the communication protocol byte 3, of data
frames (figure 2.7.2-2) being transferred in both directions on the
specified datastream, Each specified datastream is controlled by separate
communication protocol independently of all other datastreams, the

following refers to a single datastream,

With reference to figure 2.7.3.1-1 overleaf, for each packet there is an
outputter 1 at the end of the datastream that originally had the packet
and an inputter 1 at the other end that finally gets the packet. These
terms must be distinguished from "sender" and "receiver" which are used
in the. conventional way to distinguish the two ends of a single trans-
mission, for a communication protocol byte (control byte, see. chapter 8,
figure 8.3.2-2) sent in one direction may contain information about a

packet output in the other direction.

Because the datastream is full duplex (but not necessarily the same speed
in each direction) for output and input as well as for sending and
receiving, two packets may be transmitted independently and

simultaneously in opposite directions over the datastream,

A packet consists of one or more data frames, the data frames within a
packet is contiguously numbered modulo &, transmitted in byte & of the
frame header, starting with zero for the first data frame in the packet,
The first and the last data frame in the packet contains a communication
protocol byte which indicates the begin and end of the packet, as well as

the output phase (0 or ) of the packet.
With reference to figure 2.7.3.1-1 overleaf, completeness of a received

packet is ensured by the inputter Ithrough contiguous numbered (modulo

8) datablocks between the first and the last datablock in the packet.
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Fig. 2.7.3.1-1 Simplified Protocol - Control Flow Through
a Datastream (Flow Control not Shown)
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All errors will result in dataframes being rejected at the receiving
station, errors are therefore detected by the protocol by the following
dataframe arriving out of sequence (or time out by a receive timer, if last
frame in packet), the complete packet is rejected immediately (without
waiting for completion of packet) and retransmission requested by
'ihputter I, by replying Not AcKnowledged, NAK in the communication
protocol byte (see fig. 8.3.2-2) of a dataframe transmitted in the opposite
direction on the datastream. The packet phase indicated in the first and
last frame of a packet is also checked, if it is n+| {modulo 2), where n was
the last packet accepted it is accepted via ACKnowledge, ACK by
inputter | in the communication protocol byte of a dataframe in the
opposite direction on the datastream, If it is n, it is accepted via ACK,
but it is thrown away by the inputter | since it must have been duplicate

transmission caused by an error in one of the acknowledgements,

ACK/NAK is transmitted by the inputter in the communication protocol
byte. The communication protocol byte is transmitted either contained in
a dataframe in a packet going from the inputter (any dataframe: first,
last or in the middle of packet) or initiates sending of a dataframe,
outside packets, containing no data and which is discarded by the
outputter | except for the content of the communication protocol byte,
this allows for immediate ACK/NAK response by the inputter 1 to a

packet received from the outputter ].

At the Outputter | each acknowledgement is also checked for errors, if
erroneous it is thrown away, if error free and ACK, then packet n+1 is
transmitted, and if NAK then packet n is retransmitted. A timer at the
transmitter initiates retransmission of packet n in case that neither ACK
nor NAK is received within a specified time (e.g. lost due to error of the
link), retransmission is attempted 3 times before the protocol gives up on

output.
The transfer of a packet in the opposite direction of the datastream is

performed identically as described above replacing outputter | with

outputter 2 and inputter | with inputter 2.
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2.7.3.2

The outgoing processor (see figure 2.7.3-1) at each end of the datastream
(figure 2.7.3.1-1) executing the part of the communication protocol
related to the outputters respectively and ingoing processor (see figure
2.7.3-1) at each end executing the part related to the two inputters

respectively.

STI and S-Net Datastreams

This section gives a genera! description of the basic functions related to
datastreams between Processor Elements via the S-Net. Reference is
made to Chapter 8, section 8.2.1.3.1, 8.2.2 and 8.2,2.2 for description of
datastream separation, segmenting of LDU (Logical Data Units) into
packets and dataflow in the SUPRA/TDX 1/F controller which is common
for the S-Net and the TDX bus (replacing channel descriptors with stream
descriptors), Communication over the S-Net between two Processing
Elements is done by specifying a datastream between the memories of the
Processing Elements, a datastream when specified will transfer data
content of an area in memory of a Processing Element to an area in
memory of a second Processing Element, and in the opposite direction
from a memory area in the second Processing Element to a memory area
in the first Processing Element, Each of the up to 4 STI controllers in a
Processing Element provides for up to 256 datastreams being specified to
each of the up to 15 Processing Elements communicated with via S-Net,
giving a total of up to 16128 possible independent datastreams being
specified (by stream descriptors), from a Processing Element via S-Net to
other Processing Elements, The possible datastreams are identified by
the 16 bit CR-ID (figure 8.3.2-1, byte | and 2), where 8 bit identifies each
of the two communicating Processing Elements by a 4 bit number, and the
last 8 bit indicates the one of 256 possible streams between these used.
Frames transferred between the S-Net and the Processing Element is
multiplexed between the specified datastreams by the STI controllers with
a data transfer capacity of up to 400K byte/sec (TDX: 400 K bit/sec) of
each STI, It is an important feature that the large number of possible
datastreams, transfers directly between data areas in memory of
software processes in different Processing Elements with a need to
communicate with each other, instead of having only a few fixed memory

areas allocated, and thereafter having to multiplex the use of these few
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areas between software processes needing to communicate, this
multiplexing being done by software and thereby putting a heavy load on
the CPU's, Also it is an important feature that a datastream can be
specified directly between a compartmentalized memory accessible by a
peripheral processor in one Processing Element and a similar second
memory in another Processing Element accessible by another peripheral
processor, and that the datastream can be specified to continuously
transfer the content of a buffer in the first memory to a buffer in the
second memory and vice versa, each time transferring the content of the
buffer without interruption of the CPU's, this allows for direct communi-
cation between peripheral processors via the S-Net without overhead on

the CPU's after having initially specified the datastream.

A datastream between two separate Processing Elements is specified by
each Processing Element entering a stream descriptor in the control
memory of one of their connected SUPRA/TDX I/F controllers, the
stream descriptor defines the memory areas and control information to be
used with that datastream in the Processing Element. Datastreams are
not initially specified between Processing Elements but dynamically
generated and specified, by a Processing Element initially entering a
stream descriptor in the control memory of one of its connected SUPRA/-
TDX I/F controllers specifying the other Processing Element to be
communicated with, datastream number, and amount of data to be
transferred, but no memory area for input and output of data. This
generates a request signal frame (figure 2.7.2-2) containing data of the
tentatively specified datastream to be sent via the S-Net to the specified
Processing Element, If the Processing Element receiving the signal frame
accepts to communicate with the originating Processing element on the
indicated datastream number, it enters a corresponding stream descriptor
in the control memory of one of its connected SUPRA/TDX I/F
controllers, but now pointing to memory areas for input and output of
data, the stream descriptor will initially send a signal frame as above in
the opposite direction with amount of data to be transferred in that
direction and afterwards the stream descriptor will be ready for normal
data-transfer. The originally initiating Processing Element, in response to
the received signal frame enters a stream descriptor defining memory
areas for input and output in one of its SUPRA/TDX I/F Controllers, The
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datastream is now said to be specified and transfer of data between the
specified areas in memory of the two Processing Elements via the S-Net
is autonomeously handled by the associated SUPRA/TDX I/F controllers
until the data has been completely transferred, whereafter the SUPRA/-
TDX I/F controllers interrupt their associated Processing Element CPU's
for closing the datastream by deleting the corresponding stream

descriptors in their control memory.

2-153




NOTES:




R ‘sa|npow
3q Ul suonisod /| pue sajjddns samod 8yj Aq paidndo0
| no - *JU04) 9y} WOl usaas ajeidD-IN 08HD dYL




4

e : A . .
The CR80 M-Crate seen from the rear. The outermost positions are utilized forbus
termination or datachannel attachment boards. The Adapter crate is placedinthe
center, and has 19 positions available for Adapter modules, interfacing to external
and peripheral devices.




3.1

CR80 MAPPED SYSTEMS, PU AND CU CRATE ELECTRICAL, MECHANICAL
AND BUS I/F

Introduction

This chapter discusses the General Mechanical and Electrical interfaces and

buses of the Processor Unit (PU) and Channel Unit (CU) crate subsystems in
CR80 Memory Mapped Computer Systems (CR80 FATOM and MAXIM), but is
to a large extent also applicable for the non-mapped Computer Systems (CR80
MINI and TWIN).

[MAP]
uo:-_:— « o A - uo
01 N
DATACHANNEL DATACHANNEL
CR80 FATOM CR80 MAXIM

Each unit (PU or CU) is a mechanical and electrical entity, normally housed in
a standard CR80, 25-slot Crate (Card Cage), as shown (fig. 3.1-1) overleaf,
Each PU or CU Crate has its own power supply (supplies), cooling system, and
is galvanically isolated from all external connections:

e S-NET
X-NET (TDX-Bus)
DATACHANNEL
CONFIGURATION BUS
MAINS LINES
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The chapter is organized in the following order for top-down description and

easy reference:

o PU (Processing Unit), describing the physical and electrical interfaces of
the PU-crate, as well as interconnections between modules inserted into
the PU-crate (except for the general databuses: P-bus and C-bus treated

separately later in the chapter).

. CU (Channel Unit), describing interfaces and interconnections of CU-
crate as above (general databuses : A-bus and B-bus treated separately

later in the chapter),

. General Data Busses of the PU and CU crates, describing the physical

and electrical interfaces of:

) P-bus in PU crate
C-bus in PU crate
° A-bus (Databus A) in CU crate
. B-bus (Databus ;3) in CU crate

The emphasis being on the P-bus, since the C, A and B-buses except for a

a few exceptions are compatible with the P-bus.

. Interconnecting buses between PU's and CU's
e Data Channel (between PU and CU's)
e Suprabus S-NET (between PU's)
o X-NET (TDX-BUS) and configuration bus treated in separate
chapters of the handbook.

. Finally, positioning of PU and CU crates into RACKS's, FAN units and

Power distribution is discussed.




CR80 PU (Processor Unit)

Introduction

The CR80 PU, is an electrically and physically self-contained unit,
accomodating all address sourcing devices of a PE. The PU contains up to 5
CPU's, DMA modules, | megaword of memory, Memory Map, Power Supply
(supplies) and Datachannel interface to Peripheral Modules and additional
memory (up to 15 megawords). It is capable of connecting into large
multicomputer configurations, with up to 15 other PE's via fast suprabuses and
to terminal networks via TDX-bus. k

Please refer to drawing overleaf (fig. 3.2-1) for functional and mechanical lay-
out of the PU.

Physically, the CR80 modules constituting the PU are housed in a 19" crate
(card-cage) of height 443 mm (10U), and depth 630 mm,

The PU crate supports insertion of the following CR80 standard modules in its

25 front and 19 rear positions:

Front positions (25):

. up to 2 Power Supply modules (1 each side)
] MAP

. CPU modules

° RAM modules

. STI modules (Supra /TDX interface).

[ CO-Processors
Rear Adapter cage positions (19):
. MIA (MAP I/F Adapter)
SBA's (SupraBus Adapters)
TIA's (TDX I/F Adapters)
CO-Processor Adapters
CCA (Configuration Control Adapter)

Rear side positions:
. Bus Termination Modules, MBT (P-bus and C-bus)

As can be seen from the CR80 datasheets combination crates also exists,
which pack 2 small or medium size PU's into one 19" Crate, or combine a PU
and CU in one crate, In addition a smaller (I5 front and 7 rear position)
MINICRATE exists, Since these are interface- and bus-compatible with the

large PU-crate, only the latter is treated in the following.
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443 mm.10U

M M

8 F-8US B

e MAX MAX 1Mwi T

4STI's tocstin

Optional - PS S S R R Front Modules
 endi ps T T A A inserted into _
depending on 0 1 1

i wh . MM front of
power require- [¥§ hont
ments Rb #0 #3 U-Crate

M CTRL.+ARBITRATION "

B - 8

T

ADAPTER ENABLE

V2417F

SUPRA or TDX DATA CHANNEL

07 [ BUSSES ™ 10 Cu's
00
Adapter Modules
MBT inserted into rear
P& C-BUS of PU-Crate

MBT
P & C-BUS

Fig. 3.2-1 PU (Processor Unit), Functional & Mechanical Layout.
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The functional block diagrams of the PU correspond physically with the busses,

backpanels and interconnections in the PU-crate as follows:

Front Magazine:

Rear Adapter Magazine

e Top (N
e Middle (72)
e Botton (13)

e Top(J13)

e Middle (32)
e Bottomn (J1)

P-Bus
C-Bus
Module interface
connectors with Backpanel
for connecting control and
arbitration signals between
modules 64 connector pins
free in each position for
individual flatcable con-
nection from front module
to corresponding Adapters
in rear magazine
(exception: Special Power
Supply connectors in each

side).

Backpanel for distribution
of power and enable signal
to Adapters.

Normally not used.

Free for é64pin flatcable
connection between
individual Adapters and
corresponding Front

Module.




Rear Side positions:

o Top:
e Middle:
e Bottoin:

Insertion of Bus
Termination Modules,
MBT, for the P-Bus (one
each side of crate).

Insertion of Bus
Termination Modules,
BTM, for the C-Bus (one
each side of crate).

Mains plugs, one each side,
for corresponding, plug-in
Power supplies in Front

Magazine.

Since the P-Bus, C-bus Datachannel and Suprabus are separately treated

later in the chapter, this section concentrates on the other Aspects of
the Processor Unit (PU):

Physical and Electrical Specifications of PU-Crate

Physical dimensions and specifications of:

e Front Modules (Front Magazine)

e Adapter Modules (Rear Magazine)

e BTM modules and Mains Connections (rear side

positions).

Front Module Interface Connector position:

e control and arbitration backpanel

MAP

.
e CPU's (arbitrating for P-Bus)
.

STI's and other DMA modules arbitrating for

the C-Bus,

Processor Unit External I/F's:
e V24 1/F of MIA module (Map Interface

Adapter)



3.2.1

PU-Crate

The CRR0 processing modules are housed in a standard 19" Module Magazine,
the Processing Unit Crate (PU-Crate). Different types of crates are available
from the CR&0 product line as defined in the data sheets. The data sheets give
the specifications concerning module positions within the PU-crate and the
number of module slots available, while the general interface specifications

for the PU-crate are defined in this section.

The PU-crate consists basically of a front magazine for the front modules
(processing modules) and a rear magazine for rear modules {(adapter modules)

placed back to back as shown overleaf (figure 3.2.1-1).

The interface between the front modules and the rear adapter modules is
performed by means of 64p flat cable, while the interface between the front
module is established by means of multilayer printed circuits boards, two
identical for the two data transfer buses P-bus and C-bus and a third in the

module interface connector position as shown overleaf (figure 3.2.1-1).

The Adapter module interfaces the PU external connections on the Adapter
module panel and by means of 64p flat cable to the front module. Power and
configuration control signals to the Adapter Modules are distributed via
printed circuit board J3 backplane in upper connector position of the rear

crate.

Connector specifications for Front and Adapter backplanes are given in the
following figures 3.2,1-2 and 3.2.1-3. Also shown in figure 3.2.1-2 is the flat
cable connection between the backplane connectors of a front module (J3) and
its corresponding Adapter module (J1). The actual module locations, within the
various standard PU's where flat cable connections are implemented, are
defined in the PU datasheets. The pin layout and signals of the various PU-
Front Modules backplane interface connector (J3) is discussed in detail in

section 3.5,3.

3-8



aup|dy0g Ja;dopy Pup 3uD|d®IDYG 3)NPOJY U0
uo Buiaqunu uid puo Buluoiyisod Joya8uL0) | -LTE Big

Py 119vI1v \xa« i 3INY1dNIVE mﬂﬂooz LINOY4

LEae

o EET .
300w H31dvO¥ "
ONIHIGWNN NOILISGd 3INTOW

31N00W INOH3

3-9



FRONT VIEW

pus
TERMINATION
V

OO M a}
. |
’ - ———— P-BUS
i
ﬂ Juduydylt
N A MMM ,-t
: C-3us
. !
(N R W R W - J -
s T e BN axs DN wam —~— —~
o o } POWER SUPPLY CONNECTOR
. D JT MODULE INTERFACE CONNECTOR
SIDE VIEW
P-BUS
C-8us )3 POSITION BACK PLANE
CONNECTORS IN EACH END OF BUS
\ FOR TERMINATION BOARDS
\
= e
/
/
/ BUS
+ FRONT \\ TERMINATION REAR
© MAGAZINE Y MAGAZ INE
p \W ./
// )
/ TERMINATION
/ A —_———— —_——
¢ _ == = TSR
TERMINATION
7 S

MODULE INTERFACE POSIONS SHOWING:
* CONTROL AND ARBITRATION

BACK PANEL
® FLATCABLE CONNECTION TO

ADAPTER MODULES

Fig.3.2.1-2
PU- CRATE
Back Planes




FRONT MAGAZINE REAR MAGAZINE

MODULE INTERFACE ADAPTER MODULE INTERFACE
o
Blhije elAL3
H
H
H
H
H
<
. s
]
. s
.
E: Adapter Modul
. H apter Module
P-Bus HER] J3 Power Distribution
: and Enable Backpanel
ii
-
.
e
S
B1{s =|A1
Lo
o
Bh3|e ofAL3
=3
s
e s
.=
HE
H
]
.=
H
]
-
H
]
]
v B
C-Bus . s
$il 2
.
HE
i
i
.=
.=
.=
]
]
]
.=
]
B1|s 2|A1
Lo
o
B43je o|AL3
]
] R
e s a3z} o
E /%a c32
]
Module -
Interface : E
Connecfor H N
(also s Flat Cable Connection Adapter interface
connects HH J3 between J1 Connector
to control H Front and Adapter Modules
and i
arbitration HH
backpanel) HH
..
]
H
] 833 e
: :__//,‘-FL
81|+
Al
Lo |
THREE CONNECTORS TYPE DIN 41612,
THREE CONNECTORS TYPE HE901 bauform €

Fig.3.2.1-3 PU-Crate Back Planes, Front & Rear Magazine Connectors




For the connection between C-bus modules (address sourcing modules on the
C-Bus, e.g. STI module) and corresponding adapters (e.g. SBA or TIA) the
interface may be implemented as connection between the front module and

multiple adapters, as defined in the Module datasheets.

The bus termination boards for the P-Bus and C-Bus are inserted from the rear
of the crate and interfaced to the connectors located at the rear of the C-bus

and P-bus motherboards as shown in the following (figure 3.2.1-3).

Connectors for Mains power to the processor crate are located at the rear of
the crate at the left and/or the right side of the crate. Internally, within the
crate, the mains power is connected to the combined power supply AC/DC
connectors located at each side of the crate in the interface connector
position, The DC supplies are fed from the Power Supply connector to the P-
bus and C-busmotherboards, which carry the DC supplies by means of discrete
wiring, If more than one Power Supply is installed in a PU-crate these are
connected together and are operated in parallel, The processor crate power
distribution scheme and the connections are specified in the following figure
3.2.1-5a and 3.2.1-5b.




Chassis

. 5
terminal -
‘\\\\\\\@’
" /% }vi
- |
%”’2\ ]
4 N2
0
P-BUS
/
BUS TERMINATION
BOARDS (MBT)
C-BUS
b
o &
\7
©
A
N
MAINS POWER ?
CONNECTOR <]
TR N
o| Q)
N Q)
@
Fig, 3.2.1-4

Position of P- and C-Bus Termination Boards
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Z-NPQO> X D> mD
MZPpro x>0 w-

PU - CRATE
GND
3V
P
é +12V
g GND
S 12V
+24V
25V
PIN NQs (]
SEE EELOW
C
8
)
S
p—d
.
o—
POWER 3 J
suppLY e
CONNEC - lel/
ToR R
- —
MAINS FUSE
SUPPLY SWITCH
LAMP

U0~

For pin no. ref
fig. 3.2.1-5b

Power Supply Connection P-Bus and C-Bus
Crate Front View

pin. no. of DC distribution

Note: If two Power Supplies are used (both) DC outputs are connected in parallel.

Mains Input
Connector
Crate Rear View

PROTECTIVE GROUND

GND(12,24V) pHasE  NEUTRAL

Pin No. Signal
Al43, B43 GND(5V)
A42,B42 GND(5V)
A41,B41 +5V
AL0,B4O -12v
Al4,Bl4 +12V
Al13,B13

All +24V
B1l -24V

Figure 3.2.1-5a
PU Crate

Power Distribution Scheme




+24V
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U
-12v
OUTPUT
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X
+12V
OUTPUT

QUTPUT

YELLOW

WIRE SIDE VIEW
Figure 3.2.1-5b
Power Supply

Pin Number Assignments




3.2.2 PU-Front Modules

Different types of front modules are available for the CR80 Computers, such
as MAP, CPU's (address sourcing on the P-bus), C-bus DMA modules {(address

sourcing on the C-bus), Memory modules and Power Supply.

The performance characteristics of the modules are given in the datasheet,

while general specifications are given below.

The general layout of a Front Module is shown overleaf in Fig. 3.2.2-2 and
Mechanical specifications in Fig. 3.2.2-3 and 3.2.2-4 for logic Modules and in

Fig. 3.2.2.-5 for the Power Supply Modules.

The front modules interface to the internal bus structure of the PU-crate and

if necessary to other front modules and/or rear modules as shown below.

Figure 3.2.2-1

Flatcable
Connection

The back panel in the module interface connector positions (J3), are designed

to include standard connections for arbitration and control and so that the




interface between front and rear modules can be implemented as defined in

section 3.2.5.

The connection between the MAP module (front) and the MIA module (rear)

does not follow the general front-to-rear interface, but is specially designed as

specified in section 3.2.5.1 on MAP module interface connector J3

specification.
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392 mm

T r= 5 = = B43
CONNECTOR P1 a;
— #
P-Bus ~ T
b
!
° |
B1 €
~
b
£ CONNECTOR P2
n ° COMPONENT SIDE i —
w C-Bus
2
- P -
E
€l
o~
o
_? m
° i
|
€|
CONNECTOR P3 E
2 E
Module Interface Position -
_ o o o o ___L

304,16 mm

Fig. 3.2.2-3
Front Module Mechanical Specification




PU Fronr PU Adapter CU Front CU Adapter

Moduie Module Modul & "1odu\e
® o o O ® e ® o
green | POWER o green *POWER green POWER » green - PFOWER
res | TEST red «TEST red  |TEST red TSy
ot | yellowy | o EnABLE ot used yeuodi] » SELECT
retlewy BUSY o yelowf A Bus o u
ot uses) yeitowdi[B BUS ©
nat used
yellow®{BUSY o
not usad
Free Free Free Free
Lo ] v L —— L —

AU LED position, except 1and 2, only yellow LED's allowed. Red is however aliowed in case of ERROR, ALARM or SIMILAR
indications which require operator assistance

N Indicates that PU-adapter is enabled by the "PU-enable signal”in J3

2) Indicates that 1/0-adapter is selected, e.g. by maintenance and configuration prcessor (MC P) as being connected
3 Indicates if A-Bus, B- Bus or none have bus interface selected for the CU-Module

4} "BUSY " indicates some activity in module

Fig 3.2.2-4

General indicator lay out for CR 80 Front
Modules and Adapter Modules
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2
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GND

—/ 1>
Connector Type:
00U 1.50.112 - 201.00
Connecfor Type:
AMP 201357 -1

Figure 3,2.2-5

Power Supply Mechanical Specification
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front of PU

—_—

PU Adapter Modules (Rear Modules)

Different types of Adapter Modules are available for the PU, e.g. MIA (MAP
Interface Adapter) and SBA (Supra Bus Adapter), The purpose of the Adapter
modules is to make the physical interface between the processing module and
the PU external connection. The adapters are rear modules to allow for the
external connections on the adapter front panel. Connection between the front
module and the adapter module is performed by means of flat cables

integrated in the crate. The principles are illustrated in figure 3.2.3-1 below.

Figure 3.2.3-1, Adapter Module Interfaces

C-bus -

P-bus - - - — -

P1

J1

FRONT
MODULE P2

position of
external
interface
connectors

P3

64 wires flat cable

module interface connector
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The PU external connections are such as Supra Bus (section 3.8), Data Channel
(section 3.7), TDX Bus (Chapter 8) and Configuration Bus (Chapter 7).

The performance characteristics of the different Adapter Modules are given in
their datasheets. The general layout of a rear module shown in Fig, 3.2.2-2 and
mechanical specifications in figure 3.2.3-2 and general indicator layout in
figure 3.2.2-4. The interface between the different Adapter Modules and Front
Modules, when connected by the standard 64-wire flat cable is specified in
section 3.2.5. Table 3.2.5a on Front to Rear Module backplane Interface

Connections (J3 to J1) in particular describes the general case.

Power and Configuration Control Signals is distributed to the Adapter Modules

via the Adapter Crate, J3 position backplane, section 3.9.
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3.2.4

PU Bus Termination Modules

Two types of Bus Termination Modules are available for the CR80 system. One
is a printed circuit board with no mechanical frame; this board is an integrated
part of the mini crate (see data sheets). The other, specified below, is a plug-
in module used for termination of the standard CR80 data transfer buses: P, C,
A and B-bus (Processor-, Channel Bus, Data Bus A and Data Bus B) in PU and
CU-crates.

The module is inserted in the crate from the rear (one, in each end of the bus)
and fixed by means of two finger screws. The mechanical specifications for
the Bus Termination Module is given in figure (3.2.4-1) overleaf and the

electrical specifications comply with the bus specifications, (refer to the P-

bus specification, section 3.4).




Figure 3.2,4-1
Bus Termination Module (MBT)
For P and C-Bus (A and B-Bus)




3.2.5

Front Module Interface Connector (J3)

Interface \

The Front module Interface connectors J3 are located within the PU-crate in
the front magazine as shown below. This section covers the general aspects of
the J3 position, while MAP, CPU, C-Bus DMA's etc.'s interface in the J3
position is treated in depth in the following sections (3.2.5.1 - 3.2.5.4).

Figure 3.2.5-1
PU-Crate Front View

Front Module

connectors (J3) ~

r-'*':j/n

Vol o drdulolea v

The Front module backplane interface connectors are used for iadividual
connections between front modules and their corresponding adapter module(s).
The Front module interface connectors are mounted on a printed circuit board
with the connectors for the front modules (2x43 pin edge connector) on the
front of the print and connectors for the adapter interface flatcable (64 pin) at
the rear, (see figure 3.2.5-2 overleaf).

Remaining pin connections are used for control and arbitration, as defined in

the fol‘lowing sections for individual Front module types:

3.2.5.1:  MAP

3.2.5.2: CPU (address sourcing on the P-bus)

3.2.5.3: STI and other DMA modules (address sourcing on the C-bus)
3.2.5.4 :+  Other Front Modules
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- = o1
-~ cPU
. T MEMorY
I C-BUS MODULE -
- -
I MAP H

Figure 3.2,5-2, Front Module Interface connectors (J3),
Front Module to Adapter module connectors, and J3 backpanel

for control and arbitration signals

The following should be observed with regard to the Front Module interface

connectors (J3) position:

L The connector for the MIA (MAP Interface Adapter) flatcable is not
located directly behind the MAP backplane connector (J3).

2. Connection to Adapters from C-bus addressing source modules uses front

module backplane interface connectors (J3) with wrap pins.
3. The CPU modules are interfaced to the MAP module (for P-Bus
arbitration and control) by means of 13 backpanel and therefore no rear

connectors are mounted.

4. Memory Modules have no interface in the Front Module backplane

Interface connector (33) position
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Front Connection to ‘ Front Connection to

Magazine Magazine
B e
A43 Defined by module type (Slot No.) B#3 Defined by module type (Stot No.)
Au2 M- By2 =M=

Aal o Bal Mo

A40 M- B40 -

A39 M- . B39 M-

A38 - B33 -

A37 - B37 ==

A36 - : B36 -

A35 = B35 =M=

A3y Not used B34 Not used

A33 c32 Rear Magazine J1 B33 a32 Rear Magazine J1
A32 c3l == B32 a3l ="

A3l c30 - B3] a30 ==

A30 c29 -"- B30 a29 ="

A29 c28 - B29 a28 M-

A28 c27 -"- B28 az7 -"-

A27 c26 M- B27 a2é -

A26 c25 -"- : B26 a25 -

A25 c24 M- B25 a2y ==

A24 c23 -"- B2y az23 M-

A23 c22 "= B23 a22 -"-

A22 c21 -"- standard - B22 a2l -"- standard
A2l c20 -"- 6up B21 a20 ="~ 6u4p

A20 cl9 -"- flatcable B20 al9 ="~ flatcable
Al9 clg -"- connection B19 alg& -"- connection
Al8 cl7 -"- ) B18 al7 -

Al7 clé -"- B17 alé -

Ale cl5 == Blé als -

AlS5 cly M- B15 al4 ="

Aly cl3 B Bl4 al3 ="-

Al3 cl2 - B3 al2 -

Al2 cll -"- B12 all -t

All clo =M Bll alo M-

Al0 c9 -"- B10 a9 -

A9 c8 -"- B9 a8 =M

A8 c7 - B8 a7 =

A7 cé - B7 aé M-

A6 c5 - Bé6 as e

AS cl M- BS5 a4 -

Al c3 =" By a3 M-

Al c2 M- B3 a2 <"-

A2 cl - B2 al =N

Al Not used Bl Not used

Note: The MIA to MAP interface does not follow this scheme, but is defined in
section 3,2,5.1.

Table 3.2.5a
General Front Magazine backplane connector(J3) and
Rear Magazine backplane connector (J1) Definitions
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3.2.5.1

MAP Backplane Interface connector (J3) specification

One module slot in the front magazine is prepared for the MAP module and
one location in the rear magazine for the MIA module.

Beside the connections to the MIA module the MAP also has connections to the
CPU's and DMA modules (STI's etc.) via the contro! and arbitration backpanel,

for performing the bus arbitration function and interrupt function.

The MAP Interface and Control Bus backplane connector (J3) pin layout is as
defined in the table overleaf (3.2.5.1a). Signals between the MAP and the MIA
are defined in the relevant product specifications, while the remaining signals

are specified in the following.




REAR VIEW

B A
GND 43  PUAEN
ALLEN 42 ALLEN
EMM(L) 41 ECL(L)
GND 40 PFL(L)
PBGO(L) 39 GND
PBG2(L) 38 PBGI(L)
GND 37 GND
PBG4(L) 36 PBG3(L)
GND 35 GND
INT2 34 IST(L)
INTO 33 INTIL
Signals for special GND 32 GND Signals for special (wire wrap)
(wire Wrap)connections CRQI(L) 3l CBGI(L) connections and
and signals to CPU's CRQ2(L) 30 CBG2(L) signals to CPU's and
and C-Bus modules GND 29 GND C-Bus modules
CRQ3(L) 28 CBG3(L)
CRQu(L) 27 CBGu(L)
GND 26 POF(L) to MIA
PRQO(L) 25 LBG(L)
PRQ2(L) 24 PRQI(L)
GND 23 GND
PRQ4(L) 22 PRQ3(L)
GND 21 ___GND
20
19
18
17
16
15 Connections to MIA by means of
14 flat cable, (signals specified in MAP
13 MIA product specification)
12
11
10
9
8
7
6
5
4
3
2
1
Table 3.2.5.1a

Backplane Interface connector (J3) of the MAP Module
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3.2.5.1.1 MAP, 33, Electrical Interface Specification

. P-Bus and C-Bus Arbitration Lines:

PRQO-PRQ4

CRQ!-RQ4
PBGO-PBG4
CBG1-CBG4

Driver: IOL3 48 mA
Receiver: I;,< 100 uA
IIL—<- 2 mA
LBG:

Open collector signal.

Driver: [ > 48 mA
Iops 100 uA
Receiver: I[5< 100 uA
IILf 2 mA

. Map notification lines to CPU's (CPU Interrupt):

INT (2:0), IST:

Driver: IOLZ 60 mA
Receiver: IIHS 100 uA

lILS 2 mA
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. PFL(L), ECL(L), EMN(L)

Open collector signal:

Driver: IOLz 48 mA

Iops 100 uA
Receiver: IIH< 100 uA
I < 15 mA

. PUAEN, ALLEN:

Driver: Current sourcing "open collector” with following
specifications:
IOH> 70 mA Vout =4V

loff< 100 uA Vout = 0.4V

loff< 8 mA Vout =4V

Receiver: IIL< 100 uA
IIH< 4 mA Vin = 2.7V

IIH< 8 mA Vin =5V
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3.2.5.1.2 MAP, 33, Functiona!l and Timing Interface

e MAP, Bus Authority Control

The MAP incorporates the arbitration function for the address sourcing
modules on both PU busses: P-bus and C-bus . The arbitration is controlled by
Module Request/Grant signals on each of the busses. These signals are
connected between the CPU's (P-Bus), DMA's (C-Bus) and the MAP by means
of the backpanel in the J3 position.

For the C-bus, the following signals are used (for pin-lay-out, refer to table
3.2.5.1a):

C-Bus Request 1-4: CRQI-CRQ#
C-Bus Grant 1-4: CBG1-CBGY

The Data Channel DMA included in the MAP uses CRQO0 and CBGO. Each of
the address sourcing modules on the C-Bus (DMA's) have one dedicated request
signal, and a grant-signal, which is monitored to determine whether it is

allowed to access the bus or not.

The authority control gives the same access rights to all modules and is

RO (P+3)
Priority
3

implemented as defined below.

CRQ P
Priority
~

CRQ (P+4)
Priority
4




" Module currently accessing the bus "CRQ P".

The priority of the modules bus request (CRQ) depends of the current
condition of the authority control; the module accessing the bus "CRQ P" has
lowest priority while the module with CRQ (P+1) has highest priority, meaning
that the bus authority (CBG) will be given to the requesting module with the
currently highest priority.

The P-Bus authority is controlled by means of the following signals:

P-Bus Request 0-4, PRQO-PRQ%
P-Bus Grant 0-4, PBGO-PBG#
Lock Bus Grant , LBG

Each of the attached address sourcing modules are assigned a set of PRQ, .
PBG-signals, and a common LBG-line is used which may be activated by an

address sourcing module in order to "lock" bus arbitration.

The timing and signalling sequences are shown in the following figures
(3.2.5.1.2-1,2,3) and are valid for both P-Bus and C-bus arbitration (allowing

for the fact, that no "lock bus" facility exists on the C-bus).

In the timing specs, the following notation is used.
- Numbers in square brackets e.g. 0<t<40 are absolute maximum ratings
for the propagation delay from the reference signal to an output

(measured at the bus connector, with the module connected to the bus).

- Numbers in curled bracket e.g. t>50 specify guaranteed worst case delay
between two input-signals, assuming a maximum bus length of 2m

(corresponding to a skew of < 5 ns.)
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TIMING SPECS. FOR BUS ARBITRATION




Figure 3,2.5.1.2-2

“TIMING SPECS FOR BUS ARBITRATION, AT "NO-TRQ"-CONDITION
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Figure 3.2,5.1.2-3
TIMING SPECS. FOR BUS ARBITRATION; AT "TIMEOUT" - OR
"ILLEGAL ACCESS ATTEMPTED" - CONDITION

|
| i
_ L
PRAg (L) ‘ | 10t<0)
| 1
PBQI(L) | ) 1-|
(CBG) a./ |
TRQ T — i : |
| | |
(U R {
' |
PBG (L) T b
(CBG) | | |
. \ﬂ—J:f>TZS]I
ALL PBG'S MUST
BE INACTIVE
(HIGH)
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o MAP, J3, Notification Signals to CPU's (CPU interrupt):

The interrupt signals INT(0-2), IST are used for notification of the CPU's in
a processing unit. The meaning of the lines INT (0-2), with IST low, is seen in

the table below, while the timing is defined in the figure below.

INT(0-2) Function
000 Notify CPU # 0
001 Notify CPU # |
010 Notify CPU # 2
011 Notify CPU # 3
100 Notify CPU # 4
101 NOT USED
110 NOT USED
111 Timer Interrupt

Figure 3.2.5.1.2-4
TIMING SPECS. FOR "INTERRUPT PROCESSING CIRCUIT"
(NOTIFICATIONS, TIMER INTERRUPT)

INT (2:0)

[ST (L)

! |
[t>60] | [t >150] ! it =601
T T

x
)
|
;
T
!
|
=
e

X
)
|
1
|
I
.|




e Other MAP, J3, Signals

ECL(L)

ECL(L) (External Clear) is an input to the MAP module, When ECL(L) is low,
the MAP generates a Master Clear on the C-Bus and P-Bus, meaning that

the PU is cleared.

ECL(L) may be activated by the Maintenance and Configuration Processor

(MCP) system or other devices external to the MAP,
PFL(L)

Power Failure Lookahead. This is an input to the MAP. When PFL is
activated, the MAP generates a power failure interrupt. This interrupt will
activate special system software, which may save part of main memory, e.g.

on disk storage.

PFL is an early warning, which is generated in the power supply or by an
external detector, e.g. in the AC power system, when the power tends to
fail.

PFL should be active, until the power becomes sufficient again.

EMM(L)

EMM(L) (External Maintenance Mode) is an input to the MAP module, The
MAP may operate in either of two modes: Normal Mode and Maintenance

Mode,

Maintenance Mode is obtained by activating EMM(L) (e.g. from the Watch-
dog sytem ) or by a switch on the MAP front panel.




Maintenance Mode is only possible while the PU is disabled. As EMM(L) goes
high, the system returns to normal mode, provided the MAP front panel

switch is not in the 'maintenance mode' position.

PUAEN, ALLEN

PUAEN, PU Adapter Enable, must be high to enable the connections
external to the PU (Supra bus, TDX bus, Data Channel). If PUAEN is low, all
adapters will disable their external interfaces, except the AV24 port in the
MIA,

PUAEN is normally sourced from the MIA (see fig. 3.2.5.1.2-5 overleaf), but
other modules may be used, as well as PUAEN may be directly connected to
ALLEN:

ALLEN, ALLow ENable, is a MAP generated signal, which is taken high,
when the MAP allows the PU to be enabled. Normally ALLEN and PUAEN

are used as shown in the figure overleaf. Thus the PU is enabled, only if all

"switches" are closed.
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3.2.5.2

CPU Module, Interface Connector (J3) Specification

Up to five module slots are available in the front magazine for interfacing
CPU modules. The control and arbitration backpanel (J3) carries the signals to

the MAP for bus arbitration on the P-Bus and interrupt control,

The CPU Interface connector (J3) pin layout is as defined in table overleaf
(3.2.5.2-1). The signals elecrical and timing specifications are given in the
MAP module interface connector specification, section 3.2.5.1 except for the
signal FIN(L) which is used in connection with CO-Processor modules to notify
the CPU that its CO-Processor has completed an operation. The signal is
normal TTL with the following specifications:

Driver: Io > 16 mA
Iop 52 mA

Receiver: I 100 uA
1, <0.5 mA




REAR VIEW

A

GND
GND
GND
GND
GND
GND
GND
GND
GND
GND
GND

43
42
41
40
39
38
37
36
35
34
33
32
31
30
29
28
27
26
25

—NW S NN 00D

IST
INT2
INT]
INTO
LBG(L)
FIN(L)

PRQ(L)
PBG(L)

Not connected

Figure 3.2.5.2-1
Backplane Interface Connector (J3))
Pin layout for CPU slots




3.2.5.3

C-Bus module (CBM), Interface Connector (J3) Specification

Up to four module slots are available in the front magazine for interfacing
Modules connected (and address sourcing) on the C-bus (STI, DMA ‘modules,
CO-Processors, etc). The control and arbitration backpanel (J3) carries the

signals to the MAP for bus arbitration on the C-Bus. A
The connector pin lay-out is as defined in table overleaf (3.2.5.3a). The signals,
electriéai, and timing specifications are as given for the MAP module
interface connector specification, section 3.2.5.]1 except for the signals
FINO(L) - FIN#(L) which are as defined in CPU module interface connector
specification section 3.2.5.2 (one FIN signal per possible CPU).
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REAR VIEW

— B A —— 1 . ey e 2 e ————— T T 2388 i 3 P e v v . S wa
GND 43~ FINO(L)
GND 42 PBGO(L)

FINI(L) 41 GND
PBGI(L) 40 FIN2(L)
GND 39 PBG2(L)
FIN3(L) 38 GND
PBG3(L) 37 FIN4(L)
GND 36 PBGY(L)
GND 35 CRQp(L)
GND 3% CBGp(L)

33

32

31

20 Available for 64 wires flatcable
19 connection to adapter.

=N W NN 00O

Table 3.2.5.3a
Backplane Interface Connector (J3)
Pin layout for C-Bus Module Slots




3.2.5.4

Other PU-Front Modules, Backplane Interface Connector (J3) Specification

A number of module slots will be available in the front magazine depending on
the selected crate type, some of these slots can be used for application
defined purposes while the remaining slot have to be equipped with modules

without connection to the Interface Connector (J3).

The positions which can be used for special application purposes are not
equipped with connector in the control and arbitration backpanel but the
printed circuit board is prepared for it. When the connectors are mounted one
for the front module and one for the 64-wire flat cable to the rear module the

interface will be as defined overleaf in table 3.2.5.4a.
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REAR VIEW
B A
43
42
41
40 Wire Wrap pins for
39 special connections
38
37
36
35
34

33

32

31

30

29

28

27

26

25

24

23

22

21

20 Available for 64 wires flatcable
19 connection to adapter.

—_ W NN 00

Table 3.2.5.4a
Interface Connector (J3) Lay-out
For optional module slots




3.2.6 PU External Interfaces

The external interfaces of the Processor Units are the following:

. Data Channel (separately defined later in section 3.7)

. Supra Bus (S-NET) (separately defined later in section 3.8)

. TDX Bus (described under the TDX and X-Net
subsystem éhapter 8 and 14)

. Configuration Bus (described under the Maintenance processor
and Configuration Subsystem (MCP) Chapter 7)

° PU system console I/F ‘

The connectors for these interfaces are located on the front panel of the
corresponding adapter modules, while details about the module position
depends of the selected PU-Crate (as defined in the PU-data sheets).

As listed above, the PU external interfaces are found elsewhere in this
chapter, while the system console interface electrical, physical and timing are

given below.

The system console interface is located at the front of the MIA and has the

following specifications:

Compatible with CCITT V24/V28 recomm_eqdations DCE Intérface.

The Interface is asynchronous and operates at up to 9.6K bit/sec.

The pin layout of the connector is shown overleaf (Table 3.2.6a).
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Connector type: Cannon DB25S

Pin layout

00 N R T W N -

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

e SigR@l

Protective GND (strap selectable)
Transmitted data (circuit 103)
Received data (circuit 104)
Request to send (circuit 105)
Ready for sending (circuit 106)
Data set ready (circuit 107)
Signa! GND (circuit 102)

Data carrier detect (circuit 109)
+12V (strap selectable)

Disable PU (TTL, active low, strap selectable)
NC

NC

NC

NC

NC

NC

NC

NC

NC

Data terminal ready (circuit 108/2)
NC

NC

NC

NC

NC

Table 3.2.6a MIA System Console Connector
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3.3

CR80 CU (Channel Unit)

Introduction

The CR80 Channel Unit, (CU), is an electrically and physically self-contained
Extension subsystem for the CR80 Processor Units (PU's), increasing physically
the possible memory size of Processing Elements (PE's). Modules typically
positioned in Channel Units (CU's) are RAM Modules and Peripheral Modules
containing compartmentalized memory. The capacity of the CU is dependent
on the power consumption and interface requirements of the installed modules,
but can be as high as 17 Peripheral Modules (e.g. corresponding to 64
communication lines etc.) or/and up to I megawords of PE memory. Up to 15
CU's can be attached to a PE-Datachannel, making the CR80 MAXIM
computer incorporate up to more than 200 Peripheral Modules, or a fully
expanded CR80 FATOM computer incorporate up to more than 2000 Peripheral

Modules (e.g. corresponding to 7-8000 communication lines).

Refer to drawing overleaf (fig. 3.3-1) for functional and mechanical lay-out of
the CU.

Physic'ally the CR80 modules constituting the CU are housed in a 19" Crate
(card cage) with a height of 443mm (10U) and a depth of 630mm.

The CU Crate supports insertion of the following CR80 standard modules in its

front and rear positions:

Front positions (25): e | or 2 Power Supply modules (1 each side) .
’ dependent on single or dualized supply of power

to the installed modules,

e Peripheral modules (single or dual-ported (A
and B Bus), e.g. disc, tape, communication
controller,

o RAM modules (single or dual-ported (A and B
Bus)




443 mm.10U

—WX

A-BUS

XTTISSS 70 P DATA
CHANNELS

N
1/0 gisc) JLTU LTUy |LTU R
Optional PS ] |TRY oo DHM) Jrner 4
A 1/F].--f1/F] J1/F M
only used in
fault tolerant
computers
(CR80 FATOM) [y
? B-BUS
CRATE _l
MONITOR-
ING &
E CONTROL é If %
AR B A A A T
5 ' ' Adapter
g S S Modules
‘ inserted into
- - rear of
CONFIGURATION BUS COMM. LinES CU-Crate

{TO MAINTENANCE
& CONFIG. PRO-

CESSOR ) P

PERI -

HERAL

CIA-A and

CIA-B inserted
into rear left
side positions

Front Modules
inserted into
front of PU -

Crate

Fig. 3.3-1 CU (Channel Unit), Functional & Mechanical Layout.
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Rear Adapter Cage

positions (19) o Interface Adapters for peripheral controllers

o CCA (Crate Configuration Adapter)

Rear side positions:
o Bus Termination Modules, MBT (A and B Bus)
o CU-Crate Interface Adapters, CIA-A and CIA~
R, for interface of A and B Bus to PU-

Datachannels,
As can be seen from the CR80 datasheets a combi-crate exists, which
cornbines a PU and CU into one 19" Crate; since this is interface and bus

compatible with the large CU-crate, only the latter is treated in the following.

The functional block diagram of the CU corresponds physically with the buses,

backplanes and interconnections in the CU-crate as folows:

Front Magazine:

. Top (31 A-Bus {Data bus A)
. Middle (J2) B-Bus {Data bus B)
. Bottom (J3) Module Interface connectors,

leaving minimum &4 connector
pins free in each position for
individual flatcable connection
from front module to corresp-
onding  Adapters in rear
magazine,

(Exception: Special Power Supply

connectors in each side),




Rear Adapter Magazine:

. Top (33) Backpanel for distribution of
power and configuration control
signals from CCA to Adapter
Modules.

. Middle (J2) Used with backpanel for
switching 1/O  lines  from
Adapters to spare peripheral
Modules in front magazine (also
used for configuration control

signals from CCA)

. Bottom (J1) Free for 64p cable connnection
between individual Adapters and

corresponding front modules,
Rear, left side positions:

. Top and Middle: CIA-A and CIA-B, CU-Crate
Interface Adapters to PE-Data
Channels (these modules also
includes the rear left side
terminations for the A and B-

Buses),

. Bottom: Mains Plug for A-Bus plug-in
Power Supply.
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Rear, right side positions:

. Top: Insertion of the rear, right side
Bus Termination module, MBT,
for the A-Bus.

. Middle: Insertion of the rear, right side
Bus Termination module, MBT,
for the B-Bus.

. Bottom Mains Plug for B-Bus plug-in
Power supply.

As the A-Bus, B-Bus and Datachannel are separately treated later in the
chapter, this section concentrates on the other aspects of the Channel Unit
(CU):

° Physical and Electrical specifications of the CU-crate

. Physical dimensions and specifications of CU-modules
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3.3.1

CU Crate

The CRR0 Peripheral Modules are housed in a standard 19" Module magazine
Channel Unit Crate (CU-Crate)

Different types of crates, for installation of modules in accordance with
actual system requirements, are available from the CR89 standard product
line as defined in the CU-datasheets while this section gives the general
specifications for the CU-crate,

The CU-crate consists basically of a front magazine for Peripheral and/or
RAM Modules and a rear magazine for the corresponding Adapter Modules
placed back to back as shown overleaf (fig. 3.3.1-1).

The interface between the front modules (RAM and Peripheral Modules) and
the rear inodules (Adapﬁérs) is performed by means of &4p flat cable, while the
interface. from the front module to the CR80 system is established by means
of one or two transfer busses (Data Bus A and B) connected to the PU's of

associated PE's via the Data channel(s).

The CU-crate external connections (to Peripherals etc.) are located at the

- front panel of the Adapter Modules.

The interfaces described above are illustrated in figure (3.3.1-2) overleaf,
where it is seen that the'transfer busses (Data Bus A and B) are implemented

as multilayer printed circuit board (Motherboards) equippéd with connectors

for receiving the edge connectors of the inserted modules (in-non dualized

systems only data bus A is implemented).

The rear magazine also includes two printed circuit boards (32 and J3) which
distributes dual DC power and control lines for switching of Peripheral
interface signals to spare Peripheral Modules in case of primary Peripheral
Module failure,

Connector specifications for front and adapter modules are given in the
following figures. Also shown is the the standard flat cable connections
between a front module and the corresponding Adapter Module. The actual
locations within the various standard CU's, where connections are

implemented, is defined in the CU-datasheets.




FRONT VIEW

DATA 8US A
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DATA BUS B

POWER SUPPLY CONNECTOR

MODULE INTERFACE CONNECTOR
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SIDE VIEW

DATA BUS A
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POWER SUPPLY CONNECTOR!
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» CONTROL AND ARBITRATION
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ADAPTER MODULES

Fig. 3.3.1-1
CU-CRATE
Back Planes




FRONT MAGAZINE
MODULE INTERFACE

A-Bus

R Iy

ol

B1

B43 AL3

B -Bus
J2

Lo

81 Al

B43 AL3

|

Mcdule
Interface
Cennector

p)

B1

Lo

THREE C(ONNECTORS TYPE HE901

REAR MAGAZINE

ADAPTER MODULE INTERFACE

Flat Cable Connection
between
Front and Adapter Modules

al

Adapter Module

Power Distribution

and Configuration
Control Signal backplane

Adapters to spare
Peripheral Module
J2 1/0 Lines backplane

32

Adapter Interface
J1  Connector

THREE CONNECTORS TYPE DIN 41612, °
bauform €

Fig.33.1-2 CU-Crate, Front & Rear Magazine Connectors




Front Connection to Front Connection to

Magazine Magazine

33 33

A3 Defined by module type (Slot No.) B43 Defined by module type (Slot No.)
Ay M- B42 ="

Ayl M- Bu4t M-

A40 . - B40 B

A39 - B39 =M

‘A38 LI 83‘8 Mo

A37 - B37 -M-

A36 L 536 Mn_

A35 - B35 -

A3L Not used B34 Not used

A33 c32 Rear Magazine J1 B33 a32 Rear Magazine J1
A32 c3l =" B32 a3l -

A3l c30 -"- B3] a30 -

A30 c29 =M B30 a29 =

A29 c28 ="- B29 a2d =M=

A28 c27 =M= B28 a27 M-

A27 c26 M- B27 a2é -

A26 c25 M- B26 a25 ="-

A25 c24 =M= B25 a24 ="-

A24 c23 - B24 az23 ==

A23 c22 =" B23 az22 ="

A22 c21 -"- standard B22 azl -".  standard
A2l €20 -"- 6up B21 a20  -"- é4p

A20 cl9 -"- flatcable R20 al9 ="~ flatcable
Al9 cl8 -"- connection B19 alg -"-  connection
Alg cl7 =" B18 al7 ="-

Al7 clé M- B17 alé -

Alé cl5 M- Bleé al5 -

Al5 cly - Bl5 al4 =M=

Aly cl3 =M= Bl4 al3 M-

Al3 cl2 =M B13 al2 ="-

Al2 cll M- Bl12 all -

All clo ="- Bll all =

Al0 (o] M- B10 a9 ==

A9 c8 =M B9 ag M-

A8 c7 . ="- B8 a7 -

A7 cé =M= B7 a6 M-

A6 c5 - Bé © a5 -

A5 ch4 "= B5 ay ~M-

Al c3 M- By a3 -

Aa CZ _I‘_ BB az _ll_

A2 cl - B2 al <M

Al Not used Bl Not used

Table 3.3.1a
Front Module (J3) to rear module (J1)
Standard Interface Connection
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Connectors for Mains power to the CU-Crate are located at the rear of the
crate in either the left and/or the right side of the crate.

Internally in the CU-Crate the AC power is connected to the combined power
supply AC/DC connectors located at each side of the crate in the interface
connector position,

The DC power outputs from the power supplies are connected to the Data Bus
A and Data Bus B by means of discrete wiring terminated in power bus bars at

the rear of the motherboards.

When redundant systems are implemented, i.e, independent DC power to each
of the two databusses, the left most power module supplies data bus A while

the right most power module supplies data bus B (seen from front of the CU),

In dualized systems, the voltages (+5V, +/- 12) are increased by 0,5 V, to allow
for voltage drop in the fail safe power circuits included in the modules, by
means of two jumpers installed in the AC/DC connector.

The power distribution within the CU crate and corresponding connector

specifications are found in figures overleaf (3.3.1-3,-4a,b,c,d).




Signal
ground
terminal

ClA-B

N N Y S

Mains Power
Interface

Figure 3.3.1-3
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Power Supply
Connectors

Power Supply
Connectors

and the corresponding DC powers

are available.

Figure 3.3.1-4a
CU CRATE

POWER DISTRIBUTION

:END(-FSV) CU CRATE _-l
+5V .
+12V N
GND(EIZVI =24Y)
-12v -
__ﬁéJL._ﬂ‘
-24v ,
— +5v ]
— GND (+5V) , Mains Power # 1
3 <] l 220V AC, 50/60HZ
+ +
— =12V,T24V, GND g1l
 —
| — o_m”—\_)
H Fuse Main )
Switch
GND (+5V) ]
+5V
) L +12v !
N GND (+12V+24V)
N 12V
X N 24V e Adapter Crate J3
GND (+5V) 7 !
+5V
+12V
' kS t
E 12V !
4 +24v
{ -24V
L +5v )
/]
[ @ (+5v) D :
2t $ J2 MainsPower # 2
] [ 220V ac, 50/60HZ
I12v,I24v,GND I
r—' N Fuse Main !
Switch
- y !
/
A
/]
/)
j L]
Note: If non dualized systems only mains power # 1

(Data Bus A, Adapter Crate J3)




Data Bus A and Rear Magazin
Data Bus B (DC power pins) (DC power pins)
Pin no. Signal Pin no. Signal
A43,A42,B43,B42|GND(+5V) a32,a31,a30,c32,c31,c30 S5v*
A41,A40,B41,B40|+ 5V* a29,a28,c29,c28 GND (5V)
Al4,Bl4 +12V* a27,c27 +12V*
Al13,B13 GND(+/-12V,+/-24V) | 1a26,c26 GND(+/-12V)
Al12,B12 -12v* a25,c25 -12v*
All +24V a24 +24V
B1l =24V a23 GND(+/-24V)
a22 -24vV
al9,al8,al7,ci9,cl8,cl7 5V*
al6,al5,clé,cls GND(5V)
*in crates with dualized ald,cly +12V*
buses the nominal value al3,cl3 GND(+/-12V)
of these voltages is 0.5V al2,cl2 -12v*
higher than in single bus c24 +24V
crates, c23 GND(+/-24V)
c22 =24V
*in crates with dualized buses the nominal
value of these voltages are 0.5V higher
than in single bus crates
**in single bus crates only source A is
available '

Figure 3.3.1-4b
CU-CRATE

Power Distribution
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Mains Power Connectors
Tgiy, [g21

CU crate rear view

O
‘@@ .. Phase
i — . Earth
. — - Neutral

Connector type: Schaffner
FN 3222

Input: 220V+/-
50/60Hz+/-

AC/DC POWER CONNECTORS

Power Supply Connectors

Jl, J2, J3 and J4, J5, J6
Seen from front of CU Crate
GND {5V} +5V

® ®

J33(36) @ (,@ RERRES)
=

@

® (€
0

J1134)

Connector Types:

J2,33,35 and Jé6: Obv 1.5.112-20100
J1 and J4 : AMP 201357-2

Pin layout for J1(J4)
shown in fig. 3.3.1-44

Figure 3.3.1-4c
CU Crate

Power Distribution
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-12v
OUTPUT

GREEN

QuUTPUT

OuUTPUT OUTPUT.

YELLOW

12V £ 24V

WIRE SIDE VIEW
Note: CU-Crates with Dualized Busses (A and B)

Jumper between pin
F and H to give the
following voltages:

5V output becomes +5.7V
+12V output becomes +12.7V
-12V output becomes -12.7V

Figure 3.3.1-4d
CU CRATE
Power Distribution

W
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3.3.2 CU-Front Modules

CU-Front module types include RAM, Peripheral modules, Maintenance and
Configuration Processor (MCP) modules and power supplies. A full range of
Peripheral modules such as mainframe interfaces, terminal interfaces,
communication interfaces, and peripheral storage interfaces are available as
part of the CR80 standard product line, with operational characteristics given
in the datasheets. The general specifications of CU-Front modules are given
below, while the data bus A and B electrical interfaces are described
separately later in the chapter.

Peripheral modules are inserted from the front of the CU and interfaced to
the external lines via an adapter.

Both dual data bus (A&B) modules (failure tolerant systems) and single data
bus modules (single systems) are available, The dual-bused modules operate
with higher DC supply voltage than the single-bused versions to allow for the
voltage drop in the fail-safe power OR-ing circuit implemented in these
modules,

The general layout and mechanical specifications are as defined in the

previous section 3.2.2 for the PU front modules.

Figure 3.3,2-1

Pheripheral Module Interfaces

DATA BUS B

DATA BUS A —

— ‘
} P3
PERIPHERAL J
MODULE ADAPTER wj\'\ EXTERNAL
i INTERFACE

P2

Note:  In non failure tolerant systems, only Data Bus

A interface is implemented
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3.3.3

3.35

CU-Adapter Modules

Different. types of Adapter modules are available, corresponding to the
Peripheral Modules, to which they interface the external connections. (Refer
to the datasheets for detailed information).

The adapter modules are inserted from the rear of the CU crate and the
location within the crate is determined by the crate type and the location of
its corresponding Peripheral module,

The CU-Adapter Modules connect to both the Adapter Crate, J3 and J2
backplanes (sections 3.9 and 3.10) for Power Distribution, Configuration

Control and N+| Adapter 1/O line to spare Peripheral Module connection,

The general layout and mechanical specifications for CU Adapter Modules are

identical to those for the PU Adapter Modules, as described in section 3.2.3.

CU-Bus Termination Modules

The bus termination modules are used for termination of the data transfer
buses Data Bus A and Data Bus B when required by DCU crate configuration,
In some of the standard crates the modules are not required because the Data

channel interface modules (CIA- A and B) include the termination circuit,

The bus termination modules used in the CU are identical to the modules used
in the PU, (refer to section 3.2.4 for the specifications), except that the input
power is fed through a diode in dual bused (A&B) systems to reduce the higher
supply voltages, The module is inserted from the rear of crate and the location

within the crate is determined by the selected CU crate.

CU-Data Channel Interface Modules (CIA-A and B)

The Data channel interface modules CIA-A and CIA-B perform the CU's
interface from data bus A and data bus B to PE-data channels; a bus
termination circuit is included. In non-dualized systems only CIA-A is used,
while both modules are used in failure tolerant systems, The modules include a
diode in the input power line to give a voltage drop (0.5V) in dual-bused
systems,
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The modules are inserted from the rear of the crate in the positions defined

for the selected crate type.

The mechanical specifications for the CIA-A and CIA-B modules are given in
figure 3.3.5-1 overleaf. The data bus electrical interface complies with the
Databus A and B, and Datachannel specifications treated separately later in
the chapter (sections 3.6 and 3.7).
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ClA-B

__X\ 2,54 mm

CIA-B

AATHAN

FIGURE 3.3.5-1
CIA-A and CIA-B

Mechanical Specification

-
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3.4

P-Bus Specification

The P-bus is located within the PU-Crate in the front magazine as defined in

figire 24t

helow,

pin A43 [ pin B43

pin At PinB1

=

siot side view

P-BUS
CONNECTOR (J1:

Figure 3.4-1

PU-Crate, Front View

The P-bus is a multilayer printed circuit board (motherboard) equipped with
connectors (2x43 pin) for the module edge connector. The number of connector
positions available on the bus depends on the selected crate type as detailed in
the datasheets, The bus is terminated by Bus Termination modules in one or
both ends, deterinined by the bus length.

The motherboard provides a parallel bus structure, meaning that the bus does
not put any restrictions on the locations of the interfaced modules, The bus is
(as shown in figure 3,4-2) overleaf equipped with connectors on both sides, the
front connectors are for insertion of front modules , while the rear connectors
are for interfacing of bus termination modules. Bus-bars are mounted on the

rear of the motherboard to support DC power distribution to inserted modules.
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PIN NO 43
-

PIN NO 1
- Tl

! —CONNECTORS FOR FRONT MODULES

POWER BUS BURS %03,

PIN NO 43

¢ o 2 oaoa oy owop P
PN S S i A S A 4

LCONNECTORS FOR BUS TERMINATIONS—-LI

Figure 3.4-2
P-bus Motherboard
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3.4.1 Physical Interface

Both the front mounted and rear mounted connectors on the motherboard have

the interface defined below:

P-Bus Connector Pin Lay-out

Rear View
B A
gnd 43 gnd
gnd 42 gnd
+5V 3 +5V
+5V 40 +5V
gnd 39 gnd
gnd 38 A2 o 9 Mz
gnd 37 AE(L) ‘
ADI19 36 ADI18 )
gnd 35 A1 <— 4 Mz
gnd 34 R/W(L/H)
gnd 33 INR(L)
gnd 32 INA(H)
gnd 31 TRQ(L)
gnd 30 RS(L)
MC(H) 29 BD(L)
LP 28 Up
gnd 27 gnd
LS1 26 LSo
AD17 25 AD 16
AD15 24 AD 14
ADI13 23 AD12
ADI11 22 AD10
AD 9 21 AD g8
ADDRESS (AD) gnd 20 gnd ADDRESS (AD)
AD 7 19 AD 6
AD 5 18 AD ¢4
AD 3 17 AD 2
AD 1 16 AD 0
gnd 15 gnd
+12V 14 +12V
gnd 13 gnd
-12v 12 -12v
24V 11 +24V.
gnd 10 gnd
DA 15 9 DA 14
DA 13 8 DA12
DALl 7 DA 10
DA 9 6 DA 8
DA 7 5 DA 6
DATA (DA) DA 5 4 DA 4 DATA (DA)
DA 3 3 DA 2
DA 1 2 DA 0
gnd 1 gnd
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Electrical Interface

The electrical specification for modules connected to the P-Bus is ziven

below.

Power Lines

Pin No. Description
+0V
All +24V +0.25V
-0V
B11l =24V -0.25V
-ov
Al2,B12 -12v -0.25V
Al13,Bl13 GND ground for +/-12V and +/-24V
+0V
Al4, Bly +12v +0.25V
A40, A4l +0V
B40, B43 +5V +0.25V
A42, A43

By42, B43 GND ground for +5V

Maximum power consumption per connector:

+24V, -24V: 1A
+12V, -12V: 4A
+5Vs 10A

3-73



Signal Lines

The levels for all the Bus signals are normal TTL logic levels, i.e.:

Receivers Drivers
High level: 2.0V<V<5.0V 2.4V<Vy<5.0V
Low level: OV<VL<O.8V 0V<V _<0.5V

The load on the different signal lines for one module are as specified in the

following (all currents are numeric values).

Data Lines & Address Lines

DAO - DA15, UP & LP, ADO - AD(19), R/W(L/H), LSO & LS1.

3-state signals with the following requirements:

Drivers: IOH > 5.2 mA
IoL > 16.0 mA
[qoff < 100.0 uA
Receivers: Ly < 100.0 uA
L < 0.5 mA
(Note 1) IIL < 2.0 mA
Note I: This low level input current is only allowed when the

module is addressed.
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Master Clear & Interrupt Acknowledge

MC(H), INA(H)

Open collector with the following requirements:

Driver:

Receiver

Schmitt Trigger:

IOL > 60.0 mA
IOH < 250.0 mA
IIH < 100.0 uA
IIL < 0.5 mA

Transfer Request & Address Enable

TRQ(L), AE(L)

Open collector or 3-state signal with the following requirements:

Driver:

Receiver

Schmitt Trigger:
0

Note [:

IOL > 80.0 mA
IOH < 250.0 uA
IIH < 100.0 uA
!IL < 0.5 mA
I < 2.0 mA

IIL 2 mA is only allowed for the Authority
Controller & RAM modules with a memory area

of 32K words or more,
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Clock Signals

@1 og B2

Driver:

Receiver

Schmitt Trigger:

Block Address Disable

BD(L)

Iop 2 120.0
Iogy > 80.0
Iy < 2.0
L, < 100.0

mA
mA

mA
uA

Open collector or 3-state signal with the following requirements:

Driver:

Receiver

Schmitt Trigger:

Iop 2 16.0
Ioy < 250.0
Ly < 100.0
L, < 0.5

Response & Interrupt Request

RS(L), INR(L)

mA
uA

uA
mA

Open collector signal with the following requirements:

Driver:

Receiver

Schmitt Trigger:

Iop > 60.0
log < 250.0
Iy < 100.0
Iy < 2.0
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3.4.3 Bus Termination

The P-Bus signal lines are terminated at one or both ends of the motherboard

by a "Bus Termination Module",

The signal lines (group 1):

DA (15:0), UP, LP

AD (19:0),

LS1, LSO,

R/W

are each terminated in the circuit shown in figure 3.4.3-1
The signal lines (group 2):

BD, MC, TRQ, RS, INA, INR, AE

are all open collector lines and are each terminated in the circuit shown in
figure 3.4.3-2

The clock signals (group 3) @1 and @2 are terminated in the circuit stown in
figure 3.4.3-3
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SIGNAL

SIGNAL GND L

SIGNAL GND

SIGNAL GND

¥

330R

7

SIGNAL 120R

330R

Figure 3.4.3-]
Termination for each signal line

in group 1 (Diodes = Silicon)

Figure 3.4.3-2
Termination for each signal line

in group 2.

Figure 3.4.3-3
Termination for each signal line

in group 3.

Figure 3.4.3-4
Common circuit for signal line

terminations. (Diodes = Silicon).




.44

Functional and Timing Interface

The P-Bus constitutes the media for exchange of information between the

modules connected to the bus as well for the interrupt and timing signals.

Data and instruction transfer is performed under control of a CPU or DMA
module by means of the handshaking signals TRQ(L), AE(L) and RS(L). The
CPU or DMA module transmits the location address to the bus address lines
ADO - AD19, (AD(19:18) are outputs of the MAP only), LSG, LSI and R/W(L/H)
and transmits/receives the addressed information (16-bit word/8-bit byte).

The transfer is asynchronous so that modules with different response times can

be connected to the bus.

The interrupt code is transmitted in serial form from the modules in

synchronism with the master timing signals.
In the following the signals on the Bus are defined:
a.  Master Timing @1 (A35) and 2 (A38)

Two clock signals, @1 and @2, are available on the bus for interrupt
transmission and for internal timing in the modules connected to the Bus.

The timing diagram below (figure 3.4.4-1) defines the signals.

| |
I

01(A35): ——{ , l|

i [

i

s | UL UL

-
|

l
DETAIL:  f————  125n0s * 2ns
be— 62,5nst 4 —oi

01:

Frequency stability of §2: 8 MHz £ 2x 10'2 Yo
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Interrupt Signals INA(H) (A32) and INR(L) (A33)

These signals are not used with P-Bus in memory mapped systems (CR80
MAXIM and FATOM),

The CRS80 interrupt system is based upon serial transmission of the

interrupt code from the interrupting module.
Two of the Bus lines are used for interrupt transmission:
INR (Interrupt Request) & INA (Interrupt Acknowledge).

The interrupt code consists of § bits, of which 2 are priority bits and the
remaining 6 bits are the module number. The 8 bits are transmitted
within one @1 (IMHz) cycle, each bit synchronized to the @2 (8MHz)
clock. The interrupt code is transmitted on the INR line (see figures
3.4.4-2,3 overleaf).

INR is an open collector line so that all the connected modules can
transmit on the same line, which means that if one module is transmit-

ting a "L" and another a "H", the line will contain the "L",

INA is an open collector line too, and it is driven from the termination
modules, The contents of INA is INR inverted, Each of the interrupting
modules compare for each of the eight bits the contents of INA with the
bits it is transmitting to INR. If the comparison does not match which
means that a module with a higher interrupt code is transmitting at the
same time, the module disables the transfer of its code to INR until the

next |MHz period.

In this- way the contents of INR will be unique and correspond to the
highest priority interrupt transmitted during that period. The module
which detects this situation has got its interrupt acknowledge and will

stop the interrupt sending.




The diagram below illustrates the function and the connection of the

interrupt circuit:

v
Vcc cc
INR
g Q vccg
INA
PERIPHERAL PERIPHERAL
Bus TERMINA- MODULE MODULE sus Tsnmm
TION
- -
DIS JcoMpA - IS JcoMpa-
(L} |RATOR (L) JRATOR

2
SHIFT 3 __QZ__ SHIFT CP‘—!—“
REGISTER w0 1 REGISTER 0 -_L

INT. CODE

Figure 3.4.4-2
INTERRUPT CIRCUIT

The 8-bit interrupt code consists of two parts: a 2-bit priority corre-
sponding to four levels and a 6-bit module address corresponding to 64
modules which can operate with interrupt in each crate, Two of the 64

module addresses are restricted:

The address 00 wil not be recognized because it corresponds the idle
state of the interrupt lines, The address 63 is not allowed, since it is used
by the interrupt receiving module when its internal interrupt queue is
full and it therefore has to queue the interrupts directly on the interrupt
lines (INR).
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When a module will transmit an interrupt, it starts with priority bits and

continues with the address bits, as shown in the timing diagram below.

Interrupt, Timing Diagram

" SAMPLING OF INTERNAL P1 WITH INA

b0 | o WS e A e IS me PO e (S e B
R — 1 N
INA | e ] P | mas | ma MA3 MAZ | Ml [ Mao [P
PRICRITY CCOE MODULE ACORESS
I

P2 1R 0<1R<IONS
INA —\

TA 75<1A<IBNS
INA X

Fig, 3.4.4-3
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c. Master Clear MC(H) (B29)

The Master Clear signal is used for resetting the modules to a well-
defined state when power is switched on or it is issued from the MAP
upon command. The signal sequence during power up and programmed

clear is shown in figure below.

97% POINT
10ms <tM < 20ms

| | [
| | !
| | |

tM tM |
r i _—

l ]/ |
[ .
I

PROGRAMMED OR EXTERUALLY
POWER ON CLEAR ACTIVATER CLEAR

e

12V, +5V

Figure 3.4.4-4

When the modules recognize a Master Clear they have to reset all their
internal functions to the start-up condition, and, if implemented, initiate
their built-in test (BIT).

The RAM modules do not use the Master Clear signal, but only the power

up sequence for resetting.




d)

Data Lines DA0-DA15 (A2-B9), LP (28), UP (A28)

The information communicated on the parallel bus is 16 bit + 2 parity
bit. There is one parity bit for each of the two 8 bit bytes; UP is parity
for the upper byte (DA8-DA15) and LP for the lower byte (DA0-DA7).

During of byte read, hoth parity bits have to be correct independent of
which byte is addressed. As far as memory modules are concerned, all
read operations are word-read-operations, leaving it to the address
sourcing module to select the relevant part of the data on the bus to be
processed. Thus, a memory module does not distinguish between word
and byte reads, but always outputs the full word containing the addressed

data to the bus.

Odd parity is used for both bytes. DAQ is LSR and DA|5 is MSB in the

data word,

The data bus is bidirectional, the source being specified by the address
lines, LS1, LSO and R/W signal.

With R/W(L/H) = L, a read operation is performed, meaning that the
address sourcing module CPU or DMA receives data from the addressed

module,

With R/W(L/H) = H, a write operation is performed, meaning that the

address sourcing moduie (CPU or DMA) transmits data to the data bus.

For the timing specification for the data bus lines, refer to the

paragraph on Bus Communication (3.4.4g).

Address destination modules must be ready for operation immediately

after falling edge of MC, i.e. they must respond

- either according to timing specs. figs. 3.4.4-8 or 3.4.4-9

- or by not responding at all (if internal MC-operation has not

terminated "build in test"), causing a timeout condition to arise,




e)

ADDRESS LINES

AD(19:0) (Al6 - B19, A2l - B25, A36, B36)
LSO (A26)

LSI . (B26)

R/W (L/H) (A38)

The address bus consists of 20 lines, permitting addressing of up to 1

megawords (2 megabytes) and 64 module numbers.

Tables 3.4.4a-c gives a summary of the bus addressing scheme. For

timing specifications, refer to "Bus Communication", section 3.4.4g.
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f)

BO(L)

Transfer Control Signals

TRQ(L) (A31), AE(L) (A37)
RS(L) (A30) & BD(L) (A29)

Four signals on the Processor Bus are used for controlling of the
information transfer on the bus. Three of the signals TRQ(L), AE(L),
BD(L) are used as address validity control during read operation, and as

address and data validity control during write operation.

The signal TRQ(L) is generated by the CPU or DMA module specifying
that the address bus except AD19 and ADI8 is valid.

BD(L) is transmitted from the MAP module to the CPU's and DMA to
switch off address lines AD10-ADI17.

AE(L) is issued from the MAP as validity control for the complete

modified address field.
RS(L) is the response signal from the address destination module. During
read operations, RS(L) = L indicates that data are being transmitted.

During write-operations, the falling edge of RS(L) indicates, that data

has been accepted.

Figure 3.4.4-5

Bus Handshaking Procedure

Y
/ l
/ l L
L

ADO-AD9 STABLE /

(CMPLETE ADDRESS STABLE

TRANSFER ACCEPTED
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BRUS COMMUNICATION

In this paragraph, the timing specs. for the following modules are

presented:

- Address sourcing modules (CPU, DMA)
- Address destination modules
- The MAP module

The bus timing diagrams are designed to allow use of long busses, as
reception of signals is not specified relative to the clock. This does not,
however, apply to the interrupt signalling lines INA and INR, which are
transmitted and received on positive edges of clock ®2.

Thus, delay in the INA/INR circuit and signal lines sets a limit to the
maximum bus length. This limitation does not apply to systems (or

subsystems) not using the INA/INR - lines,
In the timing specs., the following notations are used,

- Numbers in square brackets [e.g. 0<t<40] are absolute maximum
ratings for the propagation delay from the reference signal, to an

output measured at the bus).

- Numbers in curled brackets{e.g. t>50} specify guaranteed worst
case delay between two input signals, assuming a rnaximum bus

length of 2 m (corresponding to a skew of < 5 ns),
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Figure 3.4.4-6

TIMING SPECS. FOR ADDRESS SOURCING MODULE
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Figure 3.4.4-7

TIMING SPECS. FOR MAP MODULE
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Figure 3.4.4-8

TIMING SPECS. FOR ADDRESS DESTINATION MODULE, WRITE TIMING
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Figure 3.4.4-9

TIMING SPECS. FOR ADDRESS DESTINATION MODULE, READ TIMING
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3.5 C-Bus Specification

The C-Bus is located within the PU-Crate in the front magazine as shown
below,

Figure 3.5-1
PU-Crate Front View

pin A43 pin B43
———

\ pin B

slot side view

C -Bus
Connector (J2)

The C-Bus is implemented identically to the P-Bus except for the location

within the crate. Refer to section 3.4 P-Bus for detailed specifications,
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3.6

Data Bus A and Data Bus B

The transfer buses for the CU (Data Bus A and Data Bus B) are implemented
as multilayer printed circuit boards (motherboards) equipped with 86 pin
connectors for interfacing to the modules as shown below. The length and
number of connectors depends on the selected crate, type as described in the

datasheets for CU-crates.

Modules

Figure 3.6-1
Data Bus A or Data Bus B Motherboard
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The dual buses are implemented in dualized systemns while only Data Bus A is
available in non dualized CU crates. The physical location of the buses within
the crate is defined in figure 3.3.1.

The pin layout and signal! electrical and functional specifications are as

defined for the P-Bus, (refer to section 3.4) with the following exceptions:

a) In dual bus crates the DC power is used as defined helow:

P-Bus,
Data Bus A in non dualized Data Bus A and Data Rus B
bus CU crates in dual bus CU crates
5.2V 57V
12.2v 12.7V
-12.2V -12.7V

b) In dual bus crates the master clear signal MC(H) must not he used by

the connected dual bus modules.
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3.7 CR80 Data Channel

The Data Channel is the Memory extension bus connecting a PU to a number
of Data Buses in the attached CU's. It is controlled by the MAP-module via the
MAP-adapter (MIA), which communicates with a daisy-chain of Channel I/F
Adapters (CIA's) in the CU's.

Below a typical configuration is illustrated, and while the physical data

channel and related interfaces are described in the following.

Figure 3.7-1

Typical configuration:

L Data Channel N
PU m‘ 1 ] 1| ' | EFI
CIA-A CIA-A CIA-A
cu cu cu
CIA-B CIA-B CIA-B
Pu fura T T T, ,
Data Channel

Different lenghts of data channel cables (25 twisted pair cable) are available

in the CR80 product line (see datasheets).
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3.7.1 Connector Specifications

The Data Channel is a 50-pole flat cable arranged in 25 twisted pairs with the

following pin-lay-out:

SIGNAL SIGNAL  SIGNAL RETURN
PIN PIN
Information bit 0 IBO 1 2
Information bit | IB] 3 4
Information bit 2 IB2 5 6
Information bit 3 IB3 7 8
Information bit 4 B4 9 10
Information bit 5 IB5 11 12
Information bit 6 IB6 13 14
Information bit 7 IB7 15 16
Information bit 8 IR8 17 18
Information bit 9 IB9 19 20
Information parity IBP 21 22
23 24
Address timing AT 25 26
Data timing DT 27 28
Data acknowledge DA 29 30
31 32
Interrupt data ID 33 34
Interrupt timing T 35 36
Interrupt
acknowledge IA 37 38
39 40
4l 42
43 by
45 46
47 48
49 50

Connector type

Flat cable: female connector
MIA/CIA:  male header

Maximum length from MIA to last CIA in chain: 50m.

The last CIA terminates the channel with a row of resistors instead of a

continuing flat cable,
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3.7.2

Operation

The Data Channel consists of two separate paths:

a) Information path

b) Interrupt path

a)  The information path is capable of transmitting one byte of data/address
at a time. As the data word size is 16 bits and the maximum address
field is 20 bits a normal transfer takes 5 cycles.

The control signals used on the Data Bus are transmitted on IB8 and IB9

as described:

IB9 B3
i [ ! ' ' ' [ 1 I 1 t

[0 o I DCU-no. P\lQ A18 Al7 AlGI

El IS@‘MS Al4 Al3 Al2 All Al0 A9 AB-]

EMXIPJAGASA‘!ABMAO ]

[X X ID7 D6 D5 D4 D3 DI DO ] Lower byte data

| X X IDlS Dl4 DL3 D12 DLl DIO D9 D8 ] Upper byte data

In order to speed up sequential access the CIA has a register in which address

information is stored. The register is loaded by the MIA with the following

procedure:
B9 ™0
t ' 1 t 1 ] r 1 1 1 1
[o 1! nCone. A19 18 A7 mel

e -]
fo < jw w0 |
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An access in the form of:

B9 1B2
1 ' 1 1 ' ' 1 ' 1 [ )
Il 0 l U-no X X X )Tl
lL X , D7 Do ] Lower data byte
[X X I DlS DE‘I upper data byte

uses the stored address, which is incremented after each memory access.
If the CIA receives an address cycle with parity error it does not respond.
Parity error in connection with data, however, results in an error message:

1B9 pi:)
' i ' [ 1 ' 4 ' 1 1 '

ll OIO 0 0 0 E3 E2 mml

E3 E2 EIl EQ
1 0 00 Parity error detected
on the Data Bus (read operation)

0 Il 0 0 Parity error detected

in one or both data cycles (write operation)

0 o] 1 0 Stored address overflow.
If A7 -AO reaches FF further reduced accesses must be

preceded by a new load operation.
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Write operations are terminated by an extra cycle so that the MIA can decide

whether a transfer succeeded or not.

Address cycles are accompanied by the Address Timing signal (AT) and the
Data Timing signal (DT) controls the other types of cycles (data, error , and

acknowledge).

Timing diagrams, figure 3.7.2-1 overleaf, summarize the different transfer

types.
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3.7.3 Datachannel Electrical and Timing Interface

The transmission is fully balanced by means of pulse-transformers. These
provide galvanic separation, eliminating possible problems with ground

currents between racks.

Basic transmission principle:

INFORMATION

TIMING J—— I l I l

uqu o e

Nominal transmitter pulse height: 2.1 V
Nominal pulse width:  62.5 ns

Nominal minimum space width: 62,5 ns

22V

QUTPUT &

INPUT DATA  CHANNEL

3-103




3.8 Supra Bus

The Supra Bus is the communication media between the Processing Elements
(PE's) in the CR80 system. The Suprabus consists of two coaxial twisted-wire
cables of maximum length 50 meters.

As shown below in figure 3.8.1, one of them is the databus for serial
interchange of data between any two of up to 16 connected Processing
Elements (no. 0-15), the other being the respond bus for acknowledging to the
transmitting device when transmission is initiated that the receiving device is
ready to receive (receive buffer empty).

DATA BUS .
1 ‘ - BUS
RESPOND BUS P TERMINATION
3 -

7, VY 5 g
A B o
A o SV YV Vi L)
M MM M M M ™

PE # 0 PE ## 2 PE # 15

Figure 3.8-1
Typical Supra Bus Configuration

Transfer rate on both the data - and the respond bus is 16 Mbips utilizing
Alternate Mark Inverted encoding:

3-104




3.8.1

Because no DC-component is associated with the AMI format, changeover
between transmitters positioned at different places along the bus will not
disturb the normal run in effect.

Devices are transformer-isolated from both buses and the buses are

terminated with their characteristic impedance at bus ends.

Multiple Suprabuses may be installed between PE's for expanded throughput

and redundancy.

Figure 3.8-1 shows the physical Suprabus and related interface Suprabus
adapters (SBA).

Different length of Suprabus cables are available as part of the CR30 product

line (see datasheets).

Transmission and Arbitration

The transmission format is shown in figure 3.8.2, overleaf. For detailed

information on header content is referred to chapter 2.

After a maximum of 4us from the beginning of transmission the transmitting
device must receive a respond frame on the respondbus indicating that the
receiving device is ready to receive, otherwise it will initialize. The correct
respond-byte is a copy of the fourth byte in the transmitted frame (with
preceeding one). If the respond-byte is correctly received, the transmission is
continued until the complete frame has been sent out on the bus. If the

respond-byte is in error, the device acts as if no respond were received.
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3.8.1.1

Interface Specifications

The Suprabus connectors are located on the front panel of the SBA (as shown

below) and are of the type: Suhner BNO serie 6 mm.

\af

~ DATA BUS

RESPOND
BUS

& & 2 B
s

2

Lo om
RESPOND
BUS

-

Figure 3.8.1-1 SBA front panel

Electrical Interface
Output amplitude: 2V peak (AMI)

Input amplitude: >300mV peak
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3.9 Adapter Crate, J3 position backplane

The Adapter Crate J3 position, backplane (see Table 3.9 a and Fig. 3.9-1)
distributes power and configuration control signals from the MCP subsystem
(Chapter 7) to Adapters in PU and CU Crates.

Table. 3.9 a Adapter Crate Backplane Connector J3

not used
abc
+5V-A 32 [ +5V-A
E +5V-A 31 +5V-A
i +5V-A 30 ¢ +5V-A
grd 29 grd
grd 28 grd
+12V-A 27 ¢ +12V-A
grd , 26 grd
-12v-A {25 | -12v-A
i +24V-A 24 +24V-B
i grd 23 grd
" -24V-A 22 ! -24V-B
freel 21 free2
PU adapter enable 20 PU adapter enable
i +5V-B 19 +5V-B
‘ +5V-B 18 +5V-B
+5V-B 17 | +5V-B
: grd 16 | grd
' grd 15 grd
: +12V-B 14 +12V-B
grd 13 grd
-12V-B 12 -12V-B
dev.3 on 11 dev. 4 on
grd 3 10 grd 4
device dev. 1 on, 9 dev. 2 on
switching grd; 8 | grd,
switch inhibit 7 grd see note
LTU grd 6 grd
bank A3 5 A3
switching A2 4 A2
Al 3 Al
A0 2 A0
switching enable 1 grd

* In systems with single Power Supply, only the A bus power pins carry power.

Note: The lower part of the connector is reserved for the Crate Configuration
Adapter (CCA) control outputs (see Chapter 7).
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Adapter J3 backplane seen fram the opposite
side of card edge connectors for plug in PC boards

Nommal position of
Crate Controller Adapter
(CCa) Module

up
CONNECTOR NO 1 18 17 16 15 14 ERIRY) n 10 9 8 7 [} S 4 3 2 1
ab ' abc
v O s O O e MO ' 00 s TN o DO e B e O r— — T
Mo I !
0 | |
aand ¢ B I E
sidepins [', | 1
connected | |
according | |
to spec. | 1
for Adaptex | | 0
connector | 1 0
J3, general | ! 0
definition . | !
! | g
1
¢ 7 T 7 1
aand ¢ [
pins con=- "
nected by \l T
bus lines [ Kk WDy D [y N [y U [ e g 0 | R Ly o gy s ey sy -
e I v/
T s w3 2 T——0 V]
| Connector
| with wrap I
spade gmécgag‘ 1 posts used Spade
plugs i ! in pos. 1, 9, 10 and 19 plugs
for | for
A~-Power Supply | B-Power Supply
[
|
je—————— Part used in —-———L_.
minicrates |
Board is
cut here
when used
in minicrates
\L/
CHRISTIAN ROVSING A/S
. Scale — Approved Issue 1
BQCkD[Qne N Date  |80-10-12 £] |l Date  180-10-12
Adapter Crate J3 position Orawn  [ASM/MM [ | reopraves
Parts no
Fig. 3,9-1 30-1143
Print no | Sheet 1 of 1 sheels
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Adapter Crate, J2 Position Backplane (CU)

The Adapter Crate, J2 position backplane (see Fig. 3.10-1) provides the bus
connection of communication lines to one or two spare LTUs with N+l

redundant LTU configurations in a CU-Crate.

For single LTU bank of more than 8+1 LTU's, J2 bus lines are continued by
connecting corresponding pins, by wire-wrap, between connectors in position 9
and 10.

Please refer to chapter 7, section 7.7.2 for details on the CCA, J2 connection

and to section 3.9 Fig. 3.9-1 for details on backplane cabling.



Adapter J2 backplane seen from opposite

. £ —i ards .
side of card edge connectors for Plug-in PC cards Normal position

\ of CCA Module
u‘P 4
CONNECTOR NG i 18 17 1€ 15 1 13 12 il 10 X 8 7 ) S 4 3 2 1
ab abc
AR —/ M — N T e Ml v B E
3

._.Y__

\ —

[N —
A-pins of connectors 10-17 for each
pin-No. connected by bus lines.

A-pins of connectors 2-9 for each
pin-No. connected by bus lines.

- ector:
ﬁm C-pins of connectors 10-17 for each | C-pins of connectors 2-9 for each %E wu‘ef
wrap posts pin-No. connected by bus lines. pinNo. connected by bus lines. wrap posts

Connectors
with wire-
wrap posts.

% CHRISTIAN ROVSING A/S

80-10-12
__AsM /MM

i
80-1012

Backolane in
Adapter Crate J2 position o

Figure 3.10-1

.::;,lrf,,,_‘, _,
30-1M42
T T A e

S
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3.11

3.11.1

RACK Integration of PU and CU Crates

RACK

The PU and CU-crates constituting a CR80 Computer is housed in a single or
multiple standard 19" rack, dependent of the actual system configuration, The
specifications given here are related to the integration of systems while the
datasheets give detailed specifications and dimensions for the available

standard racks.

The general construction of the racks is as shown in figure 3.11-1. The width is

standard 19", while the height and depth will depend on the related type No,

Installation of the system units in the rack is performed as illustrated in the

following figures:

3.11-2 CR80 Rack Front View

3.11-3 CR80 Rack Rear View

3.11-4 Installation of Units in CR80 RACK

The following comments to the figures should be noted:

Notes to figure 3.11-1, General Rack Construction:

1. The rack dimensions correspond to 19" standard.

2. The height, H, varies with the different standard types and is selected in
accordance with the actual system requirement, i.e. number of system

units to be housed in the rack.

3. The depth, D, varies with the different standard types and is selected in

accordance with the actual system requirement.




"j44.45 mm (1U)

==

Figure 3.11-1
CR80 Cabinet and Installation of Supporting brackets
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- Typical CR80 Front View
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Fig. 3.11.3
Typical CR80 Rear View
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Figure 3.11-4,

Crate Installation

e
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4.

The supporting brackets are inserted just below the System Unit. One

right and one left of each unit,

Notes to figure 3.11-2, CR80 Rack Front View:

N

The system layout is an example and alternative layouts are possible; the
only restriction is that a Fan unit be located just below the PU and the
Cu,

The Mains filter is preferably located in the bottom of the rack as

shown, but it could alternatively be located at the top.

The Mains filter has the front panel towards the front of the rack, but it
could as well be turned around so the front panel is towards the rear of
the rack. If this solution is chosen, a blank panel is mounted on the front
instead of the filter,

Notes to figure 3.11-3, CR80 Rack Rear View:

I.

Cables are not included in the figure as the number of cables depends on
the system configuration, but it should be mentioned that cables should

be supported in accordance with good engineering practice.

The shown system configuration example includes two power distribution
panels located at the bottom of the two fan units, No special require-
ments are set on the location of the panels but they should be located to
allow access to the system, for example opening of the adapter crates in
the PU and CU's,

As mentioned in the notes to figure 3.11-2 the Mains filter can be turned

around.




FAN Units

The FAN UNIT consists of a metal frame which is mounted permanently in the
19" rack just below the crate (ref fig. below). The frame contains a upper side
clearance allowing the cooling air to dissipate vertically into front and rear
magazine of D-crate. The frame contains a drawer carrying electrical circuits,

fan motors and filter cushion.

The FAN UNIT applies two electrically independent systems (A and B), each
consisting of axial fan motors with ball-bearings. Each system is capable of
maintaining sufficient cooling air to the associated crate. The two systems are
supplied from different mains phases, in order that a mains failure will not

stop removal of dissipated heat from the crate.

For each system a POWER-ON lamp is located on front. Power plug, ON-OFF

switch and fuse are located on the rear side of the unit.

CR8OM FAN UNIT

CR 8105M BASE LINE

177mm, U




3.11.3

Mains Power Distribution

The mains power is distributed within different types of rack utilizing the
principles outlined below.

A typical mains power distribution within a rack is shown, the distribution is
composed of three elements, the Mains Filter, the Power Distribution panel

and Power Cables,

The mains filter is normally installed in the bottom of the rack, but could as
well be located in the top of the rack. Various types are available for different
mains voltages (240V, 220V and 110V, please refer to the datacheets). All
types are housed in the same mechanical frame and have screw terminals for
the mains input and Tussen female connectors for interface to the power
distribution panels (J1-J4).

The power distribution panels used in the CR80 systems come equipped with
plug and cable for connection to the mains filter and plugs for connection of
power cables between the panel and the different units (PU, CU, Fan Units
etc.).

Two different types of power cables are available , the S type and the M type
as specified in the datasheets,
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TO ANCTHER MAIN SUPPLY
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Figure 3,11.3-1
Mains Power Distribution
For One Rack
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4.

DAMOS - CR80 STANDARD SOFTWARE FOR MEMORY MAPPED SYSTEMS

Introduction

The CR80 Distributed Advanced Multi Processor Operating System, DAMOS, is
the standard operating system for memory mapped CR80 FATOM and MAXIM

range of computers.

DAMOS includes a virtual memory operating system kernel for the mapped

CR80 series of computers.

DAMOS fully supports the CR80 architecture which facilitates fault tolerant
computing based on hardware redundancy. DAMOS supports a wide range of
machines from a single Processing Element (PE) with 1 CPU and 128 K words
of main memory, and up to a maximum configuration with 16 PE's where each
PE has 5 CPU's and 16.384 K words of main memory and a virtually unlimited

number of peripheral equipments including backing storage.

DAMOS is particularly suited for use in real time systems but supports also
other environments like software development and batch. The main objectives

fulfilled in DAMOS are: high efficiency, flexibility and secure processing.

DAMOS is built as a hierarchy of modules, each performing its own special
task. The services offered by DAMOS include CPU, PE, and memory manage-
ment. Demand paging is the basic memory scheduling mechanism,. Other
levels of DAMOS provide process management and interprocess
communication, basic device handling and higher level device handling
including handling of interactive terminals, communication lines, and file

structured backing storage devices.

DAMOS provides an operating system kernel which integrates supervisory
services for real-time, interactive and batch systems. A comprehensive suite
of software development tools is available under DAMOS. The following

languages are presently available:
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assernbler

SWELL, the CR80 system programming language
Pascal

Cobol

The following languages are announced:

Fortran 77
Ada

The DAMOS standard software is described in the following sections. The

description is divided into the following main sections:

Overview of DAMOS

Security,

which describes the general DAMOS approach to data security

Resource management,

which describes the general DAMOS approach to management of system
resources

Kernel,

which describes the DAMOS operating system kernel components

DAMOS Input/Output,

which describes the DAMOS standard interfaces to peripheral 1/O
equipment, the DAMOS disk file management, magnetic tape file man-
agement, and terminal and communication line management systems
System initialization

Operating system for software development

Programming languages

Utility software
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4.2

Qverview of DAMOS

DAMOS may be visualized as the implementation of a set of abstract data
types and a corresponding set of tools for creating and manipulating instantia

tions (objects) of these types.

The major components in DAMOS are the Kernel, the File Management
System, the Magnetic Tape File Management System, the Terminal Manage-

ment System and the Root Operating System.

The DAMOS Kernel exists in one incarnation for each Processing Element

(PE). The data types and functions implemented by the Kernel are:

Data Type Function
CPUs CPU management and scheduling
processes process management

virtual memory segments  memory management

PE's PE management

synchronization elements  interprocess communication

devices device management and basic device
access methods

ports basic transport service
The Kernel also provides facilities for
processing of errors

centralized error reporting

a data transfer mechanism

a PE service module

The File Management System (FMS) controls a group of disk units. The FMS

superimposes a logical file structure on top of the disk space and provides

functions for manupulating and accessing files.




The FMS may exist in several incarnations in each PE where each incarnation

controls its own devices.

The Terminal Management System (TMS) is similar to the FMS. It provides
functions for manipulating and accessing communication lines and terminals
including line printers. The objects accessed via the TMS are called
subdevices, a subdevice may be an interactive terminal, a line printer or a
virtual circuit. The TMS controls a group of communication devices attached
via LTUs, LTUXs or parallel controllers.

The TMS may exist in several incarnations in each PE, each incarnation
controlling its own devices.

The magnetic Tape File Management System handles files on magnetic tape

units.

A common security policy and hierarchical resource management strategy are
used by the Kernel, the FMS and the TMS. These strategies have been designed
with the objective of allowing multiple concurrent higher level operating

systems to coexist in a PE in a secure and independent manner.

The Root Operating System is a basic low level operating system which
initially possesses all resources in its PE,




4.3 Security

DAMOS offers comprehensive data security features. A multilevel security
system ensures that protected data is not disclosed to unauthorized users and
that protected data is not modified by unauthorized users.

All memory allocatable for multiple users is erased prior to allocation in case
of reload, change of mode, etc. The erase facility is controlled during system
generation.

The security system is based on the following facilities:

a. Hardware supported user mode/privileged mode with 16 privilege
levels. Privileged instructions can be executed only when
processing under DAMOS control.

b. Hardware protected addressing boundaries for each process.

c.  Non-assigned instructions will cause a trap.

d. Primary memory is parity-protected.

e.  Memory bound violation, non-assigned instructions, or illegal use of

privileged instructions cause an interrupt of highest priority.

f. The hierarchical structure of DAMOS ensures a controlled use of
DAMOS functions.

h. A general centralized addressing mechanism is used whenever

objects external to a user process are referred to.

i. A general centralized access authorization mechanism is employed.




Centralized addressing capabilities and access authorization are integral parts
of the security implementation. User processes are capable of addressing
Kernel objects only via the associated object descriptor table. The following

types of DAMOS objects are known only via object descriptors:

a. Processes

b. Synchronization elements

Cc.  Segments
d. Devices Kernel objects
e, PEs
CPUs
g. Ports
h. Files } FMS objects
i. Subdevices } TMS objects

The object descriptor forms the user level representation of a DAMOS object.
It contains all the information necessary for DAMOS to locate its low level

representation and to ensure its security and integrity, such as:

a. Host PE

b. Object type

c. Object control block index for use by the Kernel to locate the

corresponding object control block.

d. A sequence number which must match a number in the object
control block (to prevent reallocated blocks from being erroneously

accessed),

e, A capability vector specifying the operations which may be per-
formed on the object by the process which has the object

descriptor.




The access right information concerning the various DAMOS objects is
retained in a PE directory of object control blocks (Kernel objects), and FMS
directory (Files) and a TMS directory (subdevices). Each control is associated

with a single object.

Authorization of access to an object is based on a general security policy
which ensures that the socalled *-property is always fulfilled, and a

discretionary access checking.

The security policy is based on a multilevel and -multicompartment security
system. Objects are associated with a security classification level for each
compartment, i.e., set of data with the same kind of information; subjects
(processes) are associated with a security clearance level for each compart-
ment, Both entities are described in a common type - the security profile,

Security profiles are not necessarily ordered.

Discretionary access checking is based on identification of access classes of
subjects (processes), and statements of access capabilities for explicitly
enumerated access classes of subjects vis-a-vis a given object.

Access to an object is authorized if the following conditions are both fulfilled:

. the access operation requested is allowed according to the

capability vector in the object descriptor

. the combination of process security profile, object security profile

and operation (read or write) agrees with the security policy.

The security policy is:




A process may read from objects with classification lower than or
equal to that of the process. An untrusted process may write to
objects with classification higher than or equal to that of the

subject.
(] A trusted process may write to objects with any classification.

A process can only obtain access rights (i.e., an object descriptor) to a DAMOS

object in the following ways:

a. By inheritance from a parent process
b. By creating the object.

c. By successful look-up in a directory.

Similarly, a process can only distribute access rights to objects registered in
its object descriptor table. This may be done:

a. By inheritance when creating a child process

b. By entering the object into the PE directory by a symbolic name.

When an object is entered into the directory it is specified by whom it may be

looked up and what capabilities they should have vis a vis the object.

The object descriptor table and security profile of a process are kept in a
memory which is accessible by that process when it is executing in the
privileged mode, but protected against modification by the process when
executing in the user mode.




4.4

Resource Management

The goal of DAMOS Resource Management is to implement a set of tools
which enables the individual DAMOS modules to handle resources in a coherent
way. This makes it possible for separate operating systems to implement their
own resource policies without interference. In addition, built-in deadlock

situations can be avoided.

The resource management module governs anonymous resources, such as

control blocks. Examples of resource types are:

process control blocks
segment control blocks

synchronization elements

PE directory entries

Each type of resource is managed independently from all other types.

The resources are managed in a way that corresponds to the hierarchical
relationships among processes. Two operating systems which have initially got
disjoint sets of resources, may delegate these resources to their subordinate
processes according to separate and non-interfering strategies. For example,
one operating system may give all its subordinate processes distinct resource
pools, whereby there is no risk of one process disturbing another. In contrast,
the other operating system may let all its subordinate processes share a
common pool. This results in a much better resource utilization at the risk for

deadlock among these processes.

The principles employed by the DAMOS resource management, for each

individual type of resource, can be summarized as follows.
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. Resources are allocated and de-allocated on a process basis.

. A process draws its resources from a pool.

. Each process is allowed to use only a specified maximum number of

resources from the pool.

] The resources associated with a pool may be used exclusively by

one process, or they may be shared by several processes.

. A process may create a new pool for its subordinate processes,

drawn from its own pool.

. When a process is created, its parent process specifies the pool
from which it can draw its resources. This may be the pool of the
parent process, a private pool created for the child process, or a

pool shared with other children (siblings).

Handling of Resource Shortage

The resource management module does not implement any policy for handling
resource shortage, but just reports the fact to its caller, which is the DAMOS
module managing that particular type of resource. This object manager then
implements the policy or defers the decisions to the parent of the offending

process (i.e. an operating system).

The object manager passivates the process and reports the resource shortage

to its parent. The parent may then take the following actions:

. resume the process after some time, hoping that the resource is

now available,
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. extend the resource pool of the child process, and then resume it.

Resource Management Functions

The following routines are available to the user:

CREATE POOL
which creates a new resource pool for a specific kind of resource. The number
of resources for the new pool are drawn from the pool of the caller for this

kind of resource.

UPDATE POOL
which transfers a number of resources between a specified pool and the pool of

the caller,

GET RESOURCE STATUS
which returns the current parameters for the resource pool of the caller for a

specific kind of resource:

. the maximum number of resources, which the caller may allocate

] the number of resources still available for the caller

] the number of processes drawing their resources from the same pool as
the caller

GET POOL STATUS

which returns the current status of a specified resource pool:

the type of resource governed by the pool
the size of the pool

the number of free resources

the number of processes using the pool




Kernel

The DAMOS Kernel is a set of reentrant program modules which provide the

lowest level of system service above the CR80 hardware and firmware level.

The Kernel consists of the following components:

Directory Functions,
which provide a common directory service function for the other Kernel

components

Process Manager,
which provides tools for CPU management, process management and

scheduling

Page Manager,
which provides memory management tools and implements a segmented

virtual memory

Process Communication Facility,
which provides a mechanism for exchange of control information

between processes

Device Manager,
which provides a common set of device related functions for device

handlers and a standard interface to device handlers

Device Handlers,

which control and interface to peripheral devices

Error Processor,
which handles errors detected at the hardware and Kernel level and

provides a general central error reporting mechanism




. Real Time Clock

for synchronization with real time

. PE Manager,

which provides functions for coupling and decoupling PEs

. PE Service Module,

which provides service functions for remote PEs

° Transfer Module

for a hardware based transfer of data in a PE and between PEs
° Basic Transport Service,
which provides a general mechanism for exchange of bulk data between

processes and device handlers.

The DAMOS Kernel components are described in the following subsections.
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4.5.1

Directory Functions

DAMOS Objects and Their Denotation

The DAMOS Kernel offers a set of procedures for rmanupulating objects of
different built-in abstract Kernel data types, e.g. processes and synchronizat-
ion elements. A type is characterized by the operations which can be

performed on objects belonging to it.

Any object resides in a PE which is called the host of the object. However, the
object may be accessible from all other PEs in the system if certain conditions
are fulfilled. These PEs are called remote with respect to that particular

object. The set of PEs from which an object is accessible is called its scope.

Each process has an object descriptor table which registers its current
environment of DAMOS objects. A process executing in the user state is only
capable to operate on a DAMOS object if it is included in its object descriptor
table. An object is passed as argument to Kernel procedures by specifying its

location (index) in the object descriptor table.

PE Directory

The directory functions provide tools for the exchange of object descriptors

between processes by other means than inheritance from parent to child.

The process giving the access rights and the process(es) obtaining them refer

to the object by a symbolic name.

A process can only distribute access rights to objects which it has created. In
order to distribute access rights, the donor process must enter the object into
the PE directory by a symbolic name. Hereafter it can, by calling update

procedures, change the capabilities of different user groups vis-a-vis the

object and the allowed scope of the object.




Processes wanting to access the object must perform a lookup in the directory
by specifying the symbolic name. The main conditions to be fulfilled in order

to obtain the object reference are that:

] the user group of the requesting process has been assigned
capabilities with respect to the object.
. the PE in which the process executes is included in the allowed

scope of the object.

Security Checking

All access to objects is performed via object descriptors containing logical
references and not 'hard' addresses. An object descriptor also contains a
capability vector which describes the functions which the owner of the
descriptor is allowed to perform on the object. This capability vector is

checked before any access.

Since the security profiles of objects (including processes) and the capability
vector in an object descriptor are static, the secutiry check for a process vis a
vis an object is performed once and for all when the object descriptor is

inserted in the object descriptor table of the process.

Whenever an attempt to violate security is detected by the directory functions

the Error Processor module is invoked.

Functions Performed

The following procedures are available to user pro