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ABSTRACT

The procedure decompose performs a triangular decomposition of
an arbitrary non-singular matrix, One set of equations can then

be solved by the procedure solve,
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1. Function and Parameters.

1.1 Decompose:

Decompose calculates upper and lower trilanguiar matrices u and 1

such that 1xXu=a, where a 1s a given nXn square metrix, ¥With the

edditional requirement u(i,1)=1, the decomposition 1s unique

if & is non-singular. In order to ensure numerical stability,

row-exchanges are performed (explicitly) and information sbout

these exchanges 1s stored for further use in subsequent procedures

hendling the decomposed matrix.

Implied procedure head:

boolean procedure decompose(a,p,mode);

value mode;
array a;

integer array p;

integer mcde;
Call parsmeter:

mode ' :

(integer or real), This parameter governs the

precision In the caleunlation of the inner-products

in the algorithm:

mode=0 : The inner-products are calculated in normal
floating point mode,

mode=1 : The inner-products are calculated by means
of intermediste variables of 45 bits mantis-

sa and 24 bits exponent,

Call and Return Parameter:

a :

(resl array or zone record with nxn elements). Con-
tains at entry the square matrix to be decomposed. On
exit, each element of a 1s replaced by the correspond-
ing element of u or 1, (The disgonal of u 1s not stored).
In case of a one-dimensional array or a record, the

elements of a must be stored row=wise,

Retiyn Parameters:

decampose H

(boolesn). True if the matrix a is non-singular,

otherwlse false,
(integer array with n elements). Contains information

about the row-exchsnges, (see section 2.Method).



1.2 Solve:

. Solve calculates the solution-vector x to the system of equations
axxwb, where a is a nxn square matrix, decomposed by a previous call
of decompose, and where b is a column vector containing the given
righthand side. Thus, the solution of several systems of equations
with the same matrix of coefficients requires cne call of decompose
followed by a number of calls of solve,

Implied procedure head:

procedure solve(a,p,mode,b);
value mode;

array e,b;

integer array p;

integer mode;

Call Parameters:

mode : {real or integer). cf. decompose,

a : : (real array or zone record with nxn elements). Con-
tains the decomposed coefficient-matrix as produced
by decompose.

P : (integer array with n elements), Contains informa-

tion on the rowexchanges of the matrices held in a.
Call and Return Parameter:
b : (real array or zone record with n elements). Con-
. tains on entry the glven right«hand side. On exit,

the corresponding soluticns are stored in b.

1.3 Parsmeter-check.
In case of wrong paremeters the run is terminated with an error
message on current ocutput consisting of the procedure name (decomp
or solve) and a number, indicating the wrong parsmeter as follows:

1: The number of elements of & is different from nxx<2 (n being the
number of elements of Pp).
2: Wrong content of p (solve only). Indicates an impessible row-
. exchange or an attempt to solve a singular system of equations,

3: mode<D or mode>l.
L: The number of elements of b is different from n (solve only).
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2, Method,

Decompose produces the triangular matrices 1 and u in n steps,
in the k-th of which the k-th columm of 1 and the k-th row of u

(0 <= k <= n-1) are calculated by
k-1
(2.1) 1: a{J,k) r=a(},k)-sum a(J,1)xa(di,k) ; Ji=k,k+l,e00,n1
i=0
k=1
(2.2) u. a(k, ) 3'(3(1{:3)"?3 a(1, §)xa(k, 1})/a(k,k); Jewk+1,k+2,000,n-1

During the calculation of the elements of 1, the k-th plvotal Index, pilv,
is found using the criterion

abs a(J,k)/2xex(J) = maximum with respect to J
where ex{j) 1s the 1nitiai maximum exponent of the numbers constituting
the j-th row. _
This pivotal strategy is chosen on two counts: It is simple, and none 1s
known to be universaelly vetter (ef. [11).
If all elements of the column of 1 turns out to be (exactly) zero, p(1)
is set equal to 2048, and the procedure exits with the value false,
Otherwise, p(k)} 1is set to the pivotal index, piv, and if plv is greater
than k, ex(piv) is set to ex(k) end the k-th and the piv-th row of a are

exchanged before the elements of u are calculated.

Solve proceeds in two steps: First, the equations

Ixy=b
1s solved for y, exchanging the elements of b as described by Db, after
which the final solution x is found by solving

weEy
Here, b is successively replaced by y and x. The formulae used are analogous
to those of (2.1)-(2.2):

K=
b(k):=(b(k)-su;1 b(1)xalk,1) }/alk,k) ; ki=0,1,.4.,n-1

(2.3) 1
=0
n=1

(2.4) u: b(k) :=b(k)-sum b(1)xa(k,1) 3 Kimne2,ned, ess,1,0
1=k+1

During the first step, it is checked that n > p(k) >= k. If this check

fails, the run 18 terminated as described in section 1.
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If the value of the paremeter mode is 1, the immer-products of (2.1)-{2.4),
1.2, expressions of the form

~(aum r{1)xs(1)+r{k}x(-1))
are ealculated by retaining 45 bits of each product and adding this to
a sum of 45 significant bits. (The exponent 1s kept in 24 bits).
Thus, instead of the rounding errors in each muitiplication and addition,
introduced by the normel floating-point operations, an error 1s introduced
only in the finsl rounding of the sum tc a floating-point mmber, However,
1t should be noted that oniy to a certain extent this procedure can cope
with a severe cancellation of significant bits that may arise when a

product is added to the sum.

The following peculiarities, due to the fact that the procedures are
written in tﬁe assenbler languasge SLANG 3, should be menticned:
a) The error message constituents lin.eq.,? and 1lin.eq.2 occur in
these messpages instead of ext<line number>., The possibilities are:
lin.eq.t : Overflow/underflow in calculations outside the inner-
product procedure,
lin.eq.2 : a) Overflow/underflow in the imner-product procedure.
(If mode=l, this can happen only in the final rounding
to a floating-point number).
b) The parameter errors as described 1n section 1.3
Some examples are shown in section 4,
b} The formel parameter p conteins as explained the pivotal indices;
however, the k-th index is not found in p(k) (i.e. the word number
k of p), but in the k-th byte of p, A possible way of unpacking
these indices is shown in the program in section L,
The remaining bytes of p are used for the exponents ex(k).
c) As stated implicitly in section 1, the index bounds and the
mmber of indices of the sctual array-parameters are lrrelevant,
Only the number of elements in the declaration is taken Into

consideration.




3. Accuracy, Time and Storage Requirements,

Accuracy: Depends on the problem and on the choice of the
Parameter mode.
The table below shows the median-error (in units of p«10)
of 11 sets of equations, consisting of equelly distributed
random numbers {-4,20|,20). The error is expressed as the
resldual norm relative to the norm of the right-hand side,

(The Euclidien norm is used).

order error error
mode=Q mode=1

10 2,6 1.9

20 3.9 2.3

30 T.4 k.0

Lo 9.5 5,0

50 27 8.3

60 21 7.6

70 33 8.7

Time: Based on recorded solutlionetimes for the systems mentioned
above, the following execution-times in msec,, expressed
as functions of the order, holds within +1C pect, for orders

between 50 and 100:

mode=0 mode=
decompose 0.02x( 1+10/n) o3 0,08x(1+5/n) xnxx3
solve 0,07 0. 3xnxx2
Storesge Requirements: 2 segments of program
0 veriables,

i, Test end Discussion.

AS may be expected, the results cbtained for mode=1 are significantly
better than those for mode=0 only if n is sufficiently large. On the

other hand, if the system 1s 1ll-conditioned, the results can be widely

different even for small n, As an example, the system

10 7 8 7 32
75 6 5 a3
a: 8 610 9 b: 33
T %5 910 »
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the exact solution of which is (1,1,1,1), ylelds the results:
" modesQ:

decomposed matrix:
7.00000000005 O T.1428571432, =1 8.5714285716y =1 T.1428571432y
8.0000000000, © 2.8571428570, -1 1.1000000002y 1 1.1500000002,
7,0000000000, O 0.0000000000, O 3.0000000001y O 1.6666666667y
1,0000000000, 1 =1.4285T14296, -1 1.000000001ky 0 =1.6666666791y

plvy ex s=olutions

1 L 1,00000004594 O

2 L 9.9999992456y -1

3 4 1,00000001865 O

3 b 9,9999998884y -1
mode=1:

decomposed matrix:

. 7.0000000000, O 7.1428571432y -1 B.5714285716, -1 7.1428571432y
8,0000000000p 0 2.8571428570, -1  1.1000000002y 1 1,1500000002y
7.0000000000p O -2.9103830457y=11 3.0000000006y O 1.6666666665
1.0000000000, 1 =1,4285714200, -1 1.0000000009, O =1.6666666733y

plv ex solutions
1 4 1,0000000082y ©
2 L 9,9999998644, -1
3 L 1,0000000034, O©
3 L 9,9999999800, -1

The BEuclidian error-norm is 9,1y-8, 1.65-8 respectively.
The following program was used

lin.eq. test parameter error etc.
begin integer d1,d2,d3,dh,mode;
underflowsi=-1;
. read(in,d1,d2,43,d4,mode) ;
begin erray e.f1:d1), p(d2:43);
integer array p(1:dh), piv(1:2xdl);
integer 1,3,k;
read in,a,bs;
1f -,decompose(a,p,mode) then write(out,<:<10>sing:>);
write(out,<:<10>decomposed matrix::>);
kinl;
for i:m1 step 1 until dk do
begin write(out,<:<10>:>);
for j:=1 step 7 until db do
begin write{out,<< ~d.ddddddddddy-dd>,a(k)};
kimk+1
end;
J:=p(1);
piv(2xi-1) :=) shift (-12) extract 12;
piv(2xi) =i extract 12;

end;
solveia,p,mode,b);

. write(out,<:<10><10> piv ex solutions:>);
for i:=1 step 1 until & do

write{out,<:<10>:>,<< ddddd>, piv(1),piv{i+dh),
<< -d,d4ddddddddy-dd>, b{i+d2-1))
end block
end



This program produces the error-messsges shown below when the input is
. b, 1, 2,2, 0, 8, 1, 1,

where a means the four elements of a 2X2 matrix:

I) a1, 2, 1, 2

8olve 2 lin, eq. 2
called from line 21-22

II) a: n'-IOO, n-hOO, nl&OO, m-ll-OO

resl lin, eq. 1
called from line ©6&-8

III) a: 1, 8y615, 0.5, -8y615

real 1in. eq. 1

called from line 2122
. IV) as 1, 124615, 0.5, «12,615

real " 1in, eq., 2

called from line 8-8
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6., Algoritims,

Since the procedures are written in SLANG, the algorithms will

not be glven,



