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Foreword

First edition : RCSL No. 43-GL10190

Second edition : RCSL No. 43-GL11740

The text has been changed on the following points
- chapter : editorial corrections.

1
- chapter 2 : editorial corrections and correction of
the Network Control Centre definition.

- chapter 3 : editorial corrections.

- chapter 4 : updated to describe the RC3502C system.

- chapter 5 : editorial corrections, MLP and SC
addressing protocol removed. The NC
subsections have been made uniform.

- chapter 6 editorial corrections, overview system
inserted.

- chapter 7 editorial corrections.

~ chapter 8 : editorial corrections. Description of
Host Port Protocol changed.

- chapter 9 : editorial corrections.

- chapter 10 : updated to describe the RC3502C system.
Subsection concerning remote load and
HCF/SCF is incomplete. (Refer to note
below) .

- chapter 11 : Due to the fact that hardware changes

will have major influence on the capa-
city considerations, this chapter has
been removed, and appears as an inde-
pendent document listed in appendix A.

All documentation are no longer part (as appendices) of this
System Specification. Appendix A is structure in a way, which
make it easy to find the needed references.

All figures are changes, so they reflect the logical struc-
ture of the actual implemented and described software/-
hardware.

Note:
The subsections concerning Remote Load and HCF/SCF is incom-

plete, and will not be available in complete description
until January 1983.

Per Hggh
A/S REGNECENTRALEN af 1979, August 1982.
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INTRODUCTION

This specification covers a description of the functional and
operational characteristics of the CENTERNET Communication
Network.

The network interconnects various types of equipment and
mainframes thereby enabling universities and other institutes
for education and/or research to share the available comput-
ing facilities.

The individual chapters apply to different readers, depending
on their different needs:

Chapter 2 gives a general description of the units
constituting CENTERNET. This chapter should be read
before any other part of the specification.

In chapter 3 the ISO Reference Model of Open Systems
Interconnection is applied as a framework for an archi-
tectural description of CENTERNET.

Chapter 4 relates the architecture, given in chapter 3,
to the actual implementation including hardware as well
as software.

The individual software-modules, including protocols
used for peer communication as well as services offered-
/utilized by these modules, are outlined in chapter 5.

The network control functions disposed for the operation
of CENTERNET are described in chapter 6.

The present possibilities for connection to CENTERNET
are depicted in chapters 7 and 8. Chapter 7 concerns the
terminal support whereas the connection of an RC8000
Host is given in chapter 8.

Functions performed in this host are collected in
chapter 9.

Chapter 10 gives an overview of the tools for network
management and maintenance.

For a clarification of terminology, Appendix B can be used as
a handbook.

Detailed information about the communication protocols being
utilized, the service offered by each module and maintenance
documentation may be found in the CENTERNET Documentation
(Appendix A.l).
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2. GENERAL SYSTEM OUTLINE
A main purpose of the CENTERNET network is to offer the pos-
sibility to interconnect various types of equipments and
mainframes, and even different network systems offered by
other vendors. Figure 2.1 gives an overview of the general
structure of CENTERNET.
Physical
Terminal
Host [R
N
=z
~ 2
bLe ; Host §
N
2 S \
I, ’ -
J Possible
& Mg NCT ator
Lfg--\ﬁ_\\\,' tennﬁ:;
€T35S nnection
Cata Network
X.25 X
Interface > \\\ O “ b
N
© Host N\\
N
A
TI1l111
Legend:
C Terminal Concentrator
NCT: Network Control Terminal

Figure 2.1 CENTERNET General Structure
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This figure indicates that CENTERNET is build up based on
four units, a Data Network (section 2.1), Terminal Concentra-
tors (section 2.2), Hosts (section 2.3) and a Network Control
Center (section 2.4).The last unit is more a logical unit, as
the network control function may be/are distributed on seve-
ral Hosts and Terminal Concentrators.

7Y e
_ Terminal

L -~
X. 18- | X
File sMr S&
v

Transfer] Handler |
- N\

Session Control N

Transport Station e 3

X.25 - DIE

Physical Control

E S A
c P
P P P
N
X.25 - DTE P
7S D
1
- 2.
sc &8
0 N P J§
FT W
server n}”\n
. J Legend

EEP : End to End Protocol

SCP : Session Control Protocol

APP : BApplication Protocol e.q.
FTP: File Transfer Protocol
VTP: Virtual Terminal Protocol.

Figure 2.2 CENTERNET Protocol Hierachy.



IWS

s

13-S2°X

J1aH

ol

uo|ssag

COm_U_-_

11PD |onHIIA 627X
[9fupy> 03180 ¢z° X

b 8 dv1 sz°x

WYOMIIN Viva

*13INY3ILNTD ut syiod oyog ‘gtz ainbyy

ni4

WWS

vy a— R

uoyssag X
L—1 ."
gﬂl&ﬂu&!ﬂlﬂ _.
4 1 ]
R
'y Jad
] I
150H 000823 " \ “
1 ]
Ju1] [euunyy s
Vo
R
. o1ad . ]
1 B
gL
11

jauupyd |03160| tiod ysoy /

jauuny> jo3iBoy ¢Z*X w 550§

__a..u _8.m> mm.% T

un
8 dV1-SZ°X

1
.
]
1
i
ai
Jh
min
HI
Bl
i
i
W
L]
'
H
'
H
IR0
HEH
NEE
H

-

q

up-q

J1QH

310-62°X

y
37} Y] tom-Um\ /

oS

uG.—Ot.COUCOU.

(

|PuWIe]




CENTERNET 2.4

The CENTERNET network can be described utilizing the ISO
Reference Model of Open Systems Interconnection - Basic
reference model (ISO/DIS 7498, April 1982, ref. (122)) as
described in chapter 3. This model establishes a framework
for describing a communication network.

In CENTERNET international standard protocols/interfaces have
been used in case of existence else widely used protocols
have been chosen.

Figure 2.2 shows the module structure of CENTERNET network
and between which modules the individual protocols are used.
Figure 2.3 shows the 'data paths' in CENTERNET.

The Data Network

The Data Network is a packet switched network offering an
X.25 interface. The reference document used for the X.25
interface is CCITT Recommendation X.25, ref. (102).

At present a private data network (PAXNET, section 5.1 & 5.2)
offering the X.25 interface is used.

At the moment the National PTT offers a data network with an
X.25 interface connection, this public data network may be
used instead of the private network without any changes in
the CENTERNET network.

X.25

access

X.25

access

Figure 2.4 The Data Network.
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2.2 Terminal Concentrators
The term Terminal Concentrator, TC, covers a set of software/
hardware modules, handling different parts of the functions
of the TC.
The main purpose of a Terminal Concentrator is to multiplex
and connect different types of terminals to the Data Network,
but also other functions may be provided. All the functions
may be grouped into:
- terminal multiplexing and handling
- file transfer
- remote job entry
- host connection through a host interface.
Figure 2.5 shows an example of the structure of a TC.
X.28 - Scroll
S
TS
X.25 - DTE
&
HDLC—driver

li Normal data transfer

‘ Management cammunication

Figure 2.5 Example of Terminal Concentrator.
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The HDLC driver, the X.25-DTE-, TS-, SC-, and NCP-modules are
always present in a TC. These are the modules supporting the
basic network functions. All other modules belong to one of
the above-mentioned groups, and may be present when needed.
The multiplexing and addressing functions are performed by
the Session Control (SC) and the Transport Station (TS). The
access to the Data Network is always through the X.25-DTE.

The terminal multiplexing-, the file transfer-, and the
remote job entry functions are all typical application func-
tions. Each of these types uses its own application protocol
(figure 2.2).

Different types of physical terminals may be connected to the
TC, each type via a certain terminal protocol. For each pro-
tocol a Terminal Module is defined (see figure 7.1 & 7.2),
and these Terminal Modules handle the physical terminals
according to the specific protocol and perform the conversion
to the network standard terminal protocol, the CENTERNET
Virtual Terminal Protocol, ref. (2).

Host Interfaces

As indicated in figure 2.1.host computers may be connected to
CENTERNET in three different ways:

(1)- through a Terminal Concentrator
(2) directly to the Data Network
(3) as a terminal to the Terminal Concentrator.

In all three cases software modules/hardware components named
Host Interface (HI) are necessary for the connection. Each
defined Host Interface is described in a chapter later in
this System Specification.
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RC8000 Host RC3502C Terminal Concentrator

A %2 RN
~ "l g
;! B TN
7 i \
.2 BN

T Coy”

Host Interface

Figure 2.6 RC8000 Host Interface.

In method (1) a high speed line is used between the Terminal
Concentrator and the Host, and the Host Interface is located
both in the Host and in the TC, as shown in figure 2.6. This
figure shows the connection of an RC8000 as a Host Computer.
In the Host the module NPM acts as network interface and in
the TC the module HIM acts as host interface. The RC8000 Host
Interface is described in chapter 8.

A variant of method (1) is to use a gateway between CENTERNET
and the network supported by the mainframe vendor. Figure 2.7
shows an example of connecting UNIVAC 1100 as a Host to
CENTERNET.
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- Host Interface

.28

AN

« A8

UNTVAC 1100
Host

Figure 2.7 UNIGATE as Host Interface.

In method (2) all standard CENTERNET network software modules
(protocol handlers, access modules etc.) will have to be
placed in the host computer, so the Host Interface is located
totally in the Host.

Method (3) is mainly intended for connection of medium/small
host computers, because the line will be of a medium/low
speed type. The method is based upon the host computer simu-
lating a terminal. The type of the terminal may be any of
those supported by the specific TC. The Terminal Concentrator
sees the host computer just as a normal terminal. No specific
host interface software is used, except that for terminal
simulation.

Network Control

The Network Control System of CENTERNET, as mentioned above,
may be distributed on several geographical locations. In this
section the NC-system will be described as one logical unit
and as a framework for network monitoring, - controlling, and
management.
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Monitoring comprises the functions of report/statistical
information retrieval whereas controlling is the direct
interaction in network performance. Management is the admini-
stration/manipulation of the monitoring- and control func-
tions, and the retrieved information. Figure 2.8 shows the
trisection of the Network Control System.

fend
Fing Network
N\

Y
\ .
A
N A Y
NCC Management

Figure 2.8 Trisection of Network Control System.

s - 4

The Network Control consists of the following subsystems

- Network Control Centres:
including:
- Network Control Centre Nucleus (NCC)
- Network Control Terminal (NCT)
- Network Control Utilities
~ Network Control Probes (NCP)
- Local Control Probes (LCP).

The Network Control Centre, the 'master', is located in an
RC8000. It communicates with the 'slaves' (NCP's) using a
Supervisor Protocol. An Network Control Centre consists of a
nucleus (NCC), Operator Terminal (NCT), and a number of
utilities as indicated in figure 2.9.
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Figure 2.9 Structure

of NCC.

An NCP is located in each subsystem of the network (e.g. a o
terminal concentrator), and performs the control function and
the monitoring by accessing the individual program modules

via the LCP's (figure 2.10).
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SC Access

Figure 2.10 Structure and environment of NCP.

The NCC- and NCP- modules may be viewed as special applica-
tions. Applications because they exchange information using a
normal network service (lettergram) and special because they
use preallocated/dedicated Session Control ports.

The subject of addressing in CENTERNET may be split into two,
access-addressing (section 2.5.1) and network user identifi-

—
2.5 Addressing in CENTERNET
cation (section 2.5.2).
2.5.1 Access-addressing

As stated above in this chapter and in chapter 3 the CENTER-
NET network is build based upon a layered structure. For each
layer/module a service interface is defined. These service
interfaces comprise service-primitives and access-addresses.
Figure 2.11 shows access-addresses identification in the
Terminal Concentrator and the RC8000 Host Interface.
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HIA : Host Interface Address
HPM : Host Port Module

NIA : Network Interface Address
NPM : Network Port Module

HIM : Host Interface Mapping

Figure 2.11 Access-addresses in TC and RC8000 HI.

The X.25-DTE module accesses the HDLC module on a line basis,
and a line is identified by a number between 1 and 4.

At the X.25-DTE module's service interface a data path is
identified by a streamnumber between 0 and 255. Within the
X.25-DTE module a one-to-one correspondence between a stream-
number and a logical channel number (LCN) exists.

A TS port and a SC port are always equal and identified by
the same number, port number. Only one exception exists, TS
port zero is reserved for Session Control usage. I.e. the
following limits exist:

0 <TS port number < 32767
1 <SC port number < 32767.
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The SC ports 1 and 2 are reserved for Network Control pur-
pose. Port 1 is allocated to the NCP and port 2 to the NCC.

A physical terminal is identified at the X.28-SMT module's
"service interface" by a symbolic portid.

This symbolic portid consists of 2 parts, an alfa character
string (1 - 7 characters) and a physical port number (3
digits).

In the RC8000 Host Interface two identifications of access-
addresses are used. Host Interface Address (HIA) in the
RC3502C (at the HPM service interface) and Network Interface
Address (NIA) in the RC8000 (at the NPM service interface).
Between an NIA and an SC port a one-to-one correspondence
exists and an HIA is always equal to the corresponding SC
port.

To summarize the following access-address identification and
representation are used.

line :
stream
TS port
SC port
physical port

3,4 (2 bit)
12 eeeen N (8 bit)
12 veeees327067 (15 bit)
43 seeeaa32767 (15 bit)
> XXX (4 - 10 alfa
' numeric char.)
1,2 ... M (16 bit)
1,2 ... L (16 bit)

HIA
NIA

oo
- -

Network User Identification

In CENTERNET the network users connect to the network at the
Session Control Service Interface, and at this interface a
network user is uniquely identified by a Network User Identi-
fication (NUI). This identification consists of two parts, a
Network Unit Identification (NUID) and a Network Application
Identification (NAID).

The Network Unit Identification and the TC address are iden-
tical and as a one-to-one correspondence exists between a TC
address and a DTE address the NUID consists of 1 to 14
digits. The DTE address consists of up to 14 digits according
to CCITT Recommendation X.121, (ref. (121)).

In the actual implementation a DTE address consists of 11
digits.

At the SC Service Interface, absolute as well as symbolic
addressing of Network Users are permitted. A symbolic address
consists of 1 to 10 alfanumeric characters, including two
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special symbols (' ',' '). The absolute address equals the SC
access-address, SC port. I.e. 1 to 5 digits.

Several symbolic addresses may be used as synonym for a
Network Unit while on the other hand a symbolic NIAD may
cover several application entities.

For example:

NEU
= NEUCC = TC address g
NEUCC
application A
TSO = application N

application Q

At the moment the session is established, the SC port number
unambiguously identify the Network User at that Session
Control. This is true because only one Network User is "con-
nected" to an SC Port and because the session only exists as
long as the Network User is "connected".

Based on the abovementioned rules the formal definition of
the Network User Identification becomes:

<network. user id> ::= <network unit id> , <network applica-
tion id>
<network unit id> si= <nu-address> | . <name>
<network application> 1= <na-address> | . <name>
14
<nu-address> t:= -{%digit;}
1
5
<na-address> s = {<digit{}
1
10
<name> 1= {}character%
1
<digits =o|1|2]3|a]s]e]|7]8]0
<character> ::= IIA"_IlAII l "a"—"é.." l n "n | ll_ll Illoll_llgll
Notes:

<na-address> is limited to 1 < <na-address> 5.32767

<name> may be more than 10 characters but only the first 10
is significant.
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The abosolute address space for network application id is
divided into intervals and each interval is assigned to a
group of related network users or a host interface, e.g. all
terminals connected to the X.28-SMT module belongs to one
interval.

Figure 2.12 illustrates the division into intervals.

1 reserved far NCP
2 reserved for NCC

SC and SMT artificial traffic

free

} X.28 - sMT MM U cthers
e M M
7
0 3 8 n P 50 g 100 r s t

Artificial traffic from 3 to 8
X.28-SMT from 11 to (p-1)
RC8000 SMM from 50 to (g-1)
RC8000 FTU from 100 to (r-1)
others from s to (t-1).

Figure 2.12 Example of interval outline in TC.

The outline of the intervals is specified in one configura-
tion file defining all application in CENTERNET.

Basic Terminology

As indiated in figure 2.2 several protocols are involved in
the data transfer process. To achieve a consistent terminolo-
gy this section contains a description of the structure of
elements in each protocol and the data paths used to
transport these elements.

In Appendix B the different terms used in the CENTERNET
System Specifications are depicked.

Figure 2.13 shows the packing of protocol elements from SC to
HDLC.
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Figure 2.13 General Structure of protoccl elements in the
basic network protocols.

A SC-user delivers a LETTER/LETTERGRAM (both called User
Information Unit) to the Session Control. The SC attach a SC
header to the LETTER and is transperant to LETTERGRAMS. The
TS divides these units into FRAGMENT's and adds a header,
TS-HEADER. These two units constitute the Information Unit
exchanged between two TS's (either on a LIAISON or as a
LETTERGRAM), and as so forms the DATA-FIELD of an X.25-DATA
PACKET. The X.25-DATA-PACKET is the Information Unit exchang-
ed between the X.25-DTE and the X.25-DCE on an X.25-LOGICAL-
CHANNEL. The DATA-FIELD is the unit exchanged between two
X.25-DTE's on an X.25-VIRTUAL-CALL. The X.25-LOGICAL-CHANNEL
is the access to the DATA NETWORK where as the X.25-VIRTUAL-
CALL is the data path to another X.25-DTE.
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The X.25-DATA-PACKET equals the INFORMATION-FIELD of the
LINK-FRAME (X.25 LAP B frame). This 1is the unit exchanged on
the X.25-LAP-B-LINK (or the actual physical circuit).

Figure 2.14 gives an overview of the general structure of
some application protocols' information unit. For a detailed
description please refer to the individual protocol specifi-
cation. The data path between two applications is named a
SESSION.

VIIU
- Rl
[VT-format
field
ro ) TIBlock
: 01 head Item 1 |Item 2| Item 3
R -
:- ----- (:‘: l[mﬂ s
_...._.E 02 Code field Parameter field
| S —
FTIU~ Record
"7 [ subrecord Subrecord Subrecord TTtT
# o1l # n # n+l
Subrecerd Cammand field /
header Data field
NCIU
( — )
Supervisor : .
header \ Supervisor data field

Figure 2.14 General structure of the elements of VT, FT and
NC applications protocols.
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CENTERNET

CENTERNET RELATED TO THE

ISO MODEL

CENTERNET is constructed
structure of the network

indicated in figure 3.

(122)).

as an open network. The logical
is based upon a layered structure as

1. This layered structure is in accor-
dance with the ISO Reference Model of Open Systems Intercon-
nection as presented in ISO/DIS7498. April, 1982 (ref.

This model defines for each layer the framework for the layer

including the set of functions,

performing.

the layer is responsible for

Layer
Applicaticn msya sntemagmnt
R application- - - --» W?iﬁlm/ workstations/
enti entities
® - - - - presentation--- - Presentation "I
Layer
Session
=== =~ session-- - - - - -™ Tayer
Transport
K- — - - transport------ * Layer
B~ -~ - | network -~ - i
Layer
p-----llink  pF---- o
Layer
o - physical b---- Physical
Layer
!

—~te

physical media for

interconnection

intermediate node

Figure 3.1 The Logical architecture of the CENTERNET network
viewed as a relay system.
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In the CENTERNET network, the Application Layer consists of
the application/system processes in the host computers and
different terminal concentrators. Information processing and
management is characteristic for the layer.

The purpose of the Presentation Layer in CENTERNET is to
provide the set of services which may be selected by the
Application Layer to enable it to interpret the meaning of
the data exchanged. The layer provides the window/glasses
through which arbitrary applications view all other applica-
tions that may be interconnected through the Open System
CENTERNET. The Presentation Layer serves the Application
Layer directly, thus no multiplexing is provided.

The separation into the Application Layer and Presentation
Layer may vanish depending on the functions in question. E.g.
the functions for file transfer includes also some informa-
tion processing and a high degree of information management
besides the purpose for pure presentation.

The protocols of the Presentation Layer are based on a small
number of presentation-image-definitions. These functions
cover areas as Virtual Terminals, a Virtual Filestore,
Virtual RJE facilities, etc.

The CENTERNET system includes protocols for virtual terminals
and file transfer.

The CENTERNET Virtual Terminal Protocol, ref. (2), defines
the framework for virtual terminals. The TTY-compatible
terminals are connected to CENTERNET utilizing a modified
X.28 service, so the terminal handling module and the connec-
tion module constitute the Virtual Terminal throughout the
whole network (please refer to figure 2.2 and 5.6.3).

A subset of "A Network. Independent File Transfer Protocol"’
(INWG Protocol 86, 12th December 1977, ref. (124)) prepared
by the High Level Protocol Group has been selected as the
presentation-imagedefinition for the RC8000 disc-to-disc file
transfer.

The subset is defined in ref. (4).

In addition the Presentation Layer may include service for
RJE terminals/functions.

Thus the Presentation Layer allows for interactive- and batch
traffic as well as file transfer.

The Presentation Layer is served by a Session Layer support-
ing the interactions between cooperating application-entiti-
es. Thus the Session Layer may bind two application-entities
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into a relationship. When established, a relationship may be
terminated by an unbind operation requested by the
application-entity. The service provided is called session-
administration-service.

In CENTERNET, at present, the service provided by the Session
Layer includes functions for management of network connec-
tions only. During the data transfer the Session Layer may be
viewed as a transparent layer.

The Session Layer is connected at a Transport Layer providing
a universal transport-service in association with the under-
laying services provided by supporting layers. The protocol
to be used is a modification of IFIP INWG 96.1, Proposal for
an Internetwork End-to~End Transport Protocol, January 1978
(IsO/TC97/SCl6 N 24 and SC6 N 1557), ref. (125). The protocol
is described in ref. (1).

A session-entity is known to the Transport Layer as a
transport-address. Transport-addresses are provided by the
Transport Layer and can be used by session-entities to
uniquely identify other session-entities through the
transport-service, i.e. transport-addresses are the means by
which session-entities can communicate using the transport-
service.

Because the Session Layer is transparent during the data
transfer the Session Layer and Transport Layer may be per-
ceived, in CENTERNET, as one unit providing session manage-
ment- and data transport services. As a consegquence there is
a strong binding between a transport-address and a session-
address. They are always equal, so a network user interfaces
the network at the Session Layer Service.

Because no multiplexing exists at the Presentation Layer, a
one-to-one correspondance between the presentation-entities
and the session/transport-addresses exists.

The Transport Layer so chosen provides for liaison as well as
lettergram service. A lettergram is a self-contained unit not
larger than the maximum size of a letter. The lettergram is
sent without knowing if the receiver is ready. A delivery
confirmation can be given on request to the sender after the
lettergram has been taken out of the queue by the receiving
end.

Contrary to the lettergram service a liaison service is based
on the establishment of credit for transmission by the crea-
tion of a liaison through the entire network. One credit for
transmission is given to the sender each time the receiver
has indicated its intention to receive a new letter. The
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facility gives the transmitting end continuous knowledge of
the receiving end's ability to receive. The sender can then
make sure that letters sent, for which credits were granted,
will be accepted by the receiver.

To summarize, the Transport Layer in CENTERNET offers two
kinds of communication service, the liaison service based
upon single endpoint-connections (non-shared-ports) and the
lettergram service based upon multi-endpoints-connections
('shared ports').

The Network Layer provides functional and procedural means to
exchange network-service-data-units between two transport
entities over a network connection.

The network connection is X.25 logical channels and used for
virtual calls, as indicated in figure 2.3.

In CENTERNET, the X.25 level 3 'elements of procedure' con-
stitutes the Network Layer.

The Link Layer provides functional and procedural means to
establish, maintain, and release, one or several data-links
between the DTE and the DCE. A data-link is composed of an
X.25 LAP B link, also known as an HDLC line (class BA, option
2,8).

In CENTERNET, the Link Layer utilizes the Single-Link-
Procedures (SLP) as specified in X.25 level 2, ref. (120).

The Physical Layer provides mechanical, electrical, functio-
nal, and procedural characteristics to establish, maintain,
and release data circuits between the DTE and the DCE. The
datacircuits consists of V.24/V.35 connections, one for each
X.25 LAP B link.

The infrastructure of the Data Network is not part of the
CENTERNET network specification, and is described elsewhere.
Please refer to section 2.1.

As described above, the ISO Reference Model (0SI) defines a
framework for Open Systems, including the CENTERNET network.
The model defines the functional and procedural characteris-
tics of each layer. Communication between peer layers are not
necessarly based upon one protocol as layer 6/7 is an example
of.

To summarize, the CENTERNET network can be viewed as an Open
System according to OSI. Network users are connected to the
network at the Session Layer utilizing either the session
service or the lettergram service. The connection to the Data
Network is utilizing an X.25 interface.
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SYSTEM REALIZATION

The functions described in the previous chapters are realized
by a number of hardware and software modules. The set-up and
interconnection of these reflects to some extend the logical
architecture of the network structure in accordance to the
use of the 0OSI model as a framework for software and hardware
architecture.

Generally speaking CENTERNET can be considered to consist of
the following main modules:

- Network nodes (NN) with X.25 interfaces.

- Terminal Concentrators (TC), which connect to an NN with
X.25 interface and which support the following external
connections:

1. Asynchronous Scroll Mode Terminals (sMT's).

2. Host interface to RC8000 via a parallel channel
adapter.

Other types of terminals can be supported if appropriate
terminal handlers (software modules) are added to the TC.

The asynchronous ports may likewise be used to connect
host computers with asynchronous terminal support, offer-
ing a cheap host interfacing to CENTERNET.

- RC8000 Host and Network Control (NC) computer. The RC8000
carries out the following tasks:

1) Contains all software modules for the Network Control
Center.

2) Contains a File Transfer Utility module used to
exchange files between network locations (e.g. in the
starting phase between RC8000 host computers).

3) Functions as a normal host computer in CENTERNET with
support of SMT terminals.

Fig 4.1 illustrates the physical layout of the basic elements
in CENTERNET.




CENTERNET 4.2

ol
AL
Data Network . é;é ST
————————— N Terminal Host
PETTORE X.25 | concentra- P
'l \('W tor \d
\ ‘}
’/\ﬁmb 2 TC aMT
,‘;' "'1-" | Terminals
f |
N | RCB000
= | Host with
\& V4 \
N Node : NC
] [}
1]
SN —3
———————— - 7 —9 o
X.25 T 1& Terminals

Figure 4.1 Physical Layout of CENTERNET.

The stipulated part of fig. 4.1 shows elements of CENTERNET
which are not presently covered by this description.

4.1 X.25 Data Network

(To appear).

4.2 Terminal Concentrator

The physical and logical set-up of a TC is realized through
the use of the RC3502C minicomputer system and the protocol
and control system as illustrated in chapter 2 and 3. The
following describes the hardware structure and basic software

structure.
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Hardware Structure, TC

The basic unit consists of an RC3502C CPU with the following
elements (fig. 4.2):

- 16 bit bitslice CPU including a preprocessor (4 PC boards)

- 64/256 Kbytes RAM memory module (each 1 PC board) with 4-32
K bytes PROM

- Crate and power supply

P U = Processing Unit

ol | I
( )
b J | 4

16 bit 64/256 KB Power
CPU RAM crate
MEM Backplane

Figure 4.2 Processing Unit of a TC.

The term processing unit (PU) is used for the abovementioned
physical unit.

A PU can be equipped with PC boards of the following types:
1) MEM - 64/256 Kbytes RAM memory module

2) IMS - 8 lines asynchronous multiplexor (1 board, max.
9600 bps)

3) COM - 4 lines synchronous HDLC multiplexor (2 boards,
max. 64 Kbps)

4) IOM, I/O board for 8 high-speed channels (1 board)

5) MBA, Adaptor board for the INTEL MULTIBUS

6) TES, 64K bytes EPROM memory for image load

The IOM board is used for connection of external equipment

including the parallel channel (FPA) to the RC8000 Host
Computer.
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Fig. 4.3 illustrates an example of a single-PU TC with an
RC8000 channel attachment.

i 11 11 11 |l 11 ____]__]_‘.>
PU oM com IMS Ix i TES E
MEM : \
. beanad
i /'; /Ul
Fy‘?oo Loprne ninnnigt |
1 ”"“}'i’fa“
RC8000

Figure 4.3 Single-PU configuration of a TC.-

The following gives a brief description of the major specifi-
cations of the RC3502C minicomputer system:

- 16 bit arithmetic unit built around 4 AM2901A bitslice
chips

- Prefetch hardware

- Dynamic MOS memory with 480ns cycletime

- Address space : 2 Mbytes RAM and 2 Mbytes PROM/EPROM
- 128 interrupt levels

- Appromixmately 120 register sets each with 8 registers and
a hardware stack of 8 x 16 bits

- The 120 register sets are dynamically distributed among
interupt levels and active processes

~ Scheduling is performed in 3 priority classes:
Class I : Hardware controlled priority (high)

Class II Round robin on each priority level (medium)

Class II : Time-sliced round robin (low)
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- Nominal I/O capacity: a) programmed: 2 Mbps
b) DMA : 15 Mbps

- Format: 1 byte instruction code followed by a number of

- Arithmetic operations in twos complement

- I/0 instructions for status handling and for read/write of .

- Signal/Wait operations (chained semaphores)
- Addressing modes: absolute, indirect, relative (to address

on top of stack, local frame, global frame, and interme-

For further information please refer to the appropriate
reference manuals listed in appendix A.2.

Processing_Unit Instruction Set

- Stack-oriented P-code processor
instruction parameters

- Push-and-pop operations

- Jump, call, return, case jump
byte/word or block of bytes/words
diate frame)

4.2.2 Software Structure, TC

The following gives the basic ideas of the software system in
an RC3502C minicomputer. The CENTERNET application modules
are described elsewhere.

The basic concept laid down in the software system is very
closely related to the process concept which is described
shortly in the following:

A processor is a device, which executes instructions. A pro-
cessor may be implemented in hardware (CPU, I/O controller),
software (interpreter, ...), or in a combination of both
hardware and software.

A processor is characterized by:

- an instruction set

- an address space, which can be shared with other
Processors
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A program is a sequence of instructions which can be executed
by a processor.

An incarnation of a process is a program and a data structure
which controls the execution of the program. The data struc-
ture contains local variables for the program (a stack) and
variables specific for the incarnation (the incarnation
description).

One program may be shared by several incarnations.

Incarnations communicate by messages. Incarnations exchange
right of access to messages by means of shared variables
(semaphores) .

The standard procedures Signal and Wait are used to exchange
these references to messages.

The RC3502C system is provided with a high-level programming
lanquage Real-Time Pascal, which is a real-time version
(superset) of standard Pascal. The nucleus of the RC3502C
software system consists of a number of modules (all written
in Real-Time Pascal):

MONITOR

- ALLOCATOR

- TIMER

- LINKER

- ADAM

- OPSYS

- OPERATOR, CONSOLE
- LOADER

- PRINTEXCEPT

- S

- Application processes (inclusive drivers).

Fig 4.4 illustrates an example of the process structure in a
single~PU configuration.



CENTERNET

Figure 4.4 Example of process structure in an RC3502C
single-PU system.

The following incarnations exist:

MONITOR

TIMER

ALLOCATOR

LINKER

ADAM

schedules the incarnations created in the PU. The
MONITOR performs both short term scheduling
(round robin, time slicing) and medium term
scheduling (START, STOP).

performs delay timing and timeout of drivers.

administers allocation and deallocation of RAM
memory and I/0 channels.

performs internal linking (static relocation) and
external linking (routine calls) of object
programs loaded from an external device. Besides
the LINKER performs dynamic linking of processes
on request from running incarnations.

is the root of the dynamic tree of incarnations.
ADAM creates automatically three incarnations:

CONSOLE

OPERATOR
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i

S

ADAM may remove any of the incarnations on
request.

LOADER is intended for dynamic load of object programs
in a running system.

OPSYS is a command interpreter functioning as an
interface between a human operator and ADAM.

OPERATOR, CONSOLE is the interface between a human operator
and the running incarnations. CONSOLE performs
I1/0 to the debug console.

OPERATOR processes messages signalled to the
operator semaphore.

PRINTEXCEPT prints a list of the dynamic chain of routines
calls, when a process incarnation goes into a
runtime error (exception).

S is the root of all application incarnations. If a
process S exists in the LINKER catalog, an incar-
nation of S will be created and started. This
will be the case when a process S is blasted in
PROM or autoloaded.

S may replace OPERATOR with its own NEW_OPERATOR,
and OPSYS by its own NEW_OPSYS.

The following gives a very short introduction to the basic
architecture of the RC8000 Host Computer. Further information
regarding hardware/software structure, I/O facilities and
capacities can be obtained from the references given in

4.3 RCB000 Host Computer
appendix A.3.
4.3.1 RC8000 Hardware

The RC8000 is built up around a fast, so-called "unified", or
common, bus to which the CPU as well as all storage devices,
discs, and peripheral processors are coupled. The structure
of this bus allows primary storage to be built up of modules
with different speeds, allows all units connected to be
directly addressable, and facilitates the interconnection of
more than one central processing unit, so that true multipro-
cessing is possible. All slow~ and medium-speed peripheral
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units, including data communication equipment are connected
to the central unit via peripheral processors (device
controllers). These are true processors with their own
central units and memory, and they are able to take over a
large part of the timeconsuming work of the central proces-
sor, for example, data testing, code conversion, communica-
tions supervision, the supervision of the peripherals, etc.

Fig. 4.5 1illustrates the basic structure.
CENTRAL

PROCESSING
UNIT

DISC STORAGE
CHANNEL

=

0 o

<« »

INTERNAL STORE

nemw Em-ip<d

GENERAL
DEVICE
CONTR[OLLER

PERN
g

Figure 4.5 Basic Structure of an RC8000 computer.

I

Presently the RC8000 series of computers comprise the follow-

ing basic models, listed in order of capacity and giving the

average instruction times in microseconds, the maximum memory
capacity (24 bit words), and the maximum number of front-ends

which can be connected:
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RC 8000/15 : 6.2 microsec., 128 KW, 1 F.E
RC 8000/35S : 6.2 - 512 -, 2 - -
RC 8000/458 : 2.3 - 4 MW, 8 - -
RC 8000/558 : 1.2 - 4 -, 8 - -

All of the above listed models are equipped with semiconduc-
tor memory with a word lenght of 24 data bits plus 3 parity
bits and with a cycle time of 700 nanoseconds. The data bus
throughput is 3.3 million words per second, and the transfer
rate via the directly connected disc channel is 1.2 Mbytes
per second.

The CPU executes program instructions which are fetched from
the internal store at the time of processing. The unit con-
tains registers and circuits for arithmetic logic, general
control and interrupt control. The CPU is build around
AM2901A bit slices and an optimum of flexibility and speed is
achieved by combining microprogramming capabilities with
special hardware features (instruction prefetch, cache memory
(optional), floating point units).

The units have 24 bit per word single address instruction
format with 64 basic instructions. Each instruction has a 12
bit displacement and 16 address modifications including rela-
tive, indexed and indirect addressing modes. 12 bit half-
words are the smallest data units which can be addressed
directly.

The RC8000 Central Processing Units uses 4 working registers,
three of which also function as index registers. This means,
that the full instruction set is available for immediate
address modifications and the number of empty transfers of
registers to the Internal Store is greatly reduced.

The data formats comprise 12 bit half-words and 24 bit full-
words for integer arithmetic. 48 bit double-words are used
for floating point and extended range integer arithmetic.

The instruction set is very versatile and includes facilities
for half-word operations and word comparison which aids data
manipulation. Logical operations permits setting and testing
of single bits. Also included is an escape facility, which
can cause programmed action on preselected types of instruc-
tions. This is a valuable tool for program debugging, emula-
tion of special instructions etc. The various addressing
modes allow dynamic relocation of programs. This means, that
programs can be executed in any part of the Internal Store
and can thus be moved around in the Store when needed.
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A program protection system combined with a real-time clock
and a powerful interrupt system provides facilities for
multiprogramming operation.

RC8000 Software

4.3.2.1

The RC8000 System Software consists of a multiprogramming
MONITOR, Operating systems "s", SOS, and BOSS, utility sys-
tem, File Processor, data base management system, assembler,
editor, sort/merge programs, statistical and mathematical
procedures, together with compilers for the high level langu-
ages ALGOL and FORTRAN. "s" is a relatively simple, basic
operating system, SOS (Swapping On-line System) is especially
optimized for interactive on-line terminal applications, and
BOSS is an advanced on-line and batch operating system which
includes facilities for service bureau administrative data
processing (accounting system, file privacy security, etc.).

The following gives a short description of the basic software
nucleus: Monitor, basic operating system (s) and I/0 system.

The Monitor

The Monitor is the software element that implements the
RC8000 multiprogramming system. The basic concept within the
system is the "process". A process is generally defined as an
area in the internal store in which all computational activi-
ties pertaining to a certain job are performed. In the multi-
programming system, the attention of the central processor 1is
shared equally among all present processes and they are
therefore termed "parallel processes". In this environement,
the supervisor program, Monitor, controls the following
functions:

-~ Distribution of computing time among parallel processes

- Initiation, execution and termination of processes

- Communication between processes

- Reservation and initiation of sequential input/output
devices

- Backing storage catalog handling

The Monitor program is permanently located in the internal
store. When it 1is activated, it can notbe interrupted by any
other program. It can be regarded as an extension of the
hardware facilities.

By means of the interval timer and the interrupt system the
Monitor allocates 25.6 msec of computing time to the proces-
sor in turn. If a process is interrupted after say 10 msec in
order to wait for a peripheral, the next process in the queue
will be started.
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Figure 4.6 Monitor Functions.

Each process has a process description containing a symbolic
name, relationship to other processes, limits of process area
in the internal store, status and other information necessary
for the administration of computer resources. A maximum of 21
processes can exist simultaneously and by means of a
protection system it is guaranteed that no process
inadvertently operates outside its boundaries.

If communication between parallel processes is wanted, the
Monitor is able to mediate the contact by means of five pro-
cedures called: send message, wait answer, wait message, send
answer and wait event. Each process has a queue within the
Monitor in which it can receive messages from other proces-
ses. Using the communication procedures it is possible to
transfer data from one process to another.

Peripherals are also regarded as a kind of process and they
too are identified by a symbolic name. The communication
procedures can then be used to initiate data transfer between
processes and sequential input/output devices or establish a
conversation with a terminal.

Users can retain programs and data permanently on the disc
backing storage which is organized as a collection of named
data areas. A fixed part of each store is reserved for a
catalog describing the names and locations of the data areas.
The catalog can be devided into an unlimited number of nested
subcatalogs, each with a specific access restriction.
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This hierachial structure combined with the program protec-
tion system secures privacy of files and at same time allows
users to benefit from common program libraries etc. Data
areas are allocated after a strategy that allows extensions
and reductions to be performed when needed and makes reorga-
nization superfluous.

Basic Operating System (s)

The System Process "s" is the key to the dynamic operating
system concept of RC8000.

An operating system is a program that controls the execution
of other programs, for instance, a batch processing system
organizing a sequential execution of programs, a time sharing
system for simultaneous programming from a number of termi-
nals or a real-time system for updating a database. Usually
an operating system is made for one, and only one, mode of
operation.

In contrast to this, the Monitor of RC8000 has no built-in
assumptions about program scheduling and resource allocation,
it allows any program to initiate other programs in a hierar-
chial structure and to execute them according to any strategy
desired. The functions of the Monitor described in -the last
subsection provide a general framework for different schedul-
ing strategies.

After the initial system load the System Process "s" owns all
computer resources. Users can then, from an arbitrary
terminal, reserve a storage area and start a program. "s"
will then immediately create the process description for the
Monitor and the process is established.

Such a user process will then run in parallel with "s" which
acts as a primitive operating system for all the parallel
processes A, B and C it has started itself.
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Figure 4.7 Process structure of RC8000.

The three processes A, B and C can be termed "child" proces=-
ses of "s", they can now create their own child processes, D,
E,,F, G and H. The child processes can only be allocated a
subset of the resources reserved by the parent. The parent
acts as operating system for the children, it can start,
modify, stop and remove its children according to any strate-
gy desired.

This hierachy of processes can be expanded in both depth and
width. In the resulting family tree each parent has complete
jurisdiction of its children. In the RC8000, then, the ope-
rating system concept becomes varied and dynamic, Operating
Systems can be written in a suitable high level language,
such as ALGOL8, and implemented just like any other programs,
they can be replaced dynamically enabling the system to
switch between various modes of operation and several operat-
ing systems can be avtive simultaneously.

4.3.2.3 I/0 System

The I/0 system is one of the keys to the high performance of
the RC8000 System. The intelligent peripheral controllers and
the data bus structure is the basis for a standardized I/0
programming system with an efficient allocation of peripheral
resources.
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Figure 4.8 Basic I/0 concept of RC8000.

To a job process an Input/Output operation is a matter of
sending an I/0 request to the Monitor stating the required
peripheral device and the address at which data is to be read
or written. The Monitor administrates an I/0 reguest gqueue
and when the required device is ready the Monitor initiates a
data transfer on the data bus by activating a "channel"
program. The channel programs reside permanently in the
internal store and they are executed by the device controller
that controls the requested peripheral devices. Once started,
the device controller executes the channel program without
further engagement from the central processor. The physical
control of the peripherals and the necessary code conversions
are performed autonomously by the controllers.

This structure with a main processor and separate peripheral
processors can be regarded as a small network, and it is
implemented as such. The General Device Controller software
includes a Network Control Program, this means that an RC8000
System right from the start is prepared for connection to a
data processing network in which the General Device Control-
ler will act as a node. Terminal polling, peripheral opera-
tion, data transfer on the system and all the tasks of the
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General Device Contrcoller are performed by a software
quite similar to that of the total RC8000 system with
Monitor and operating systems. But the General Device
troller is an integrated functional unit which cannot

system
its own
Con-

be

accessed by users. To the users it is a black box which

mediates the contact with the RC8000 system.
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5. FUNCTIONAL DESCRIPTION - PROTOCOLS
This chapter describes the modules constituting the system
outlined in chapter 2 and 3. Each section, except 5.1, is
build up using the same mould
- the first subsection (5.-.1) describes the function
of the module
- in the second subsection (5.-.2) the access (usage of
the service interface) to the below laying module is
explained
- in the third subsection (5.-.3) the service interface
of the module is defined
- in the fourth subsection (5.-.4) the communication to
the NCP is outlined
- the fifth subsection (5.~.5) gives an overview of the
logical structure of the module.
References to the different protocol descriptions and detail-
ed service descriptions may be in Appendix A.l.
5.1 THE TRANSPORT SUBNETWORK
This section will appear later.
5.2 CENTERNET X.25-DCE Service
This section will appear later.
5.3 CENTERNET X.25-DTE

The network subscriber is connected to a data network as a
Packet Mode Data Terminal Equipment (DTE), the network con-
nection being a Data Circuit - Terminating Equipment (DCE).
The interface between the DTE and the DCE is defined by CCITT
Recommendation X.25 (ref. (120)).
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Figure 5.3.1. Hypothetical Reference Connection.

An overview of the X.25 level 3 (X.25-DTE) functions is given
in section 5.3.1.2.

The X.25 level 2 is based upon Recommandation X.25 LAPB (ref.
(120)) and the X.25 level 1 (PL) is based on V.24/V.35.

5.3.1 DTE Functions

The CENTERNET DTE consists of the layer 1, 2, and 3 as stated =~
above.

The functions of layer 2 is described in section 5.3.1.1 and
the X.25-DTE functions (layer 3) in section 5.3.1.2.

5.3.1.1 X.25 DTE Level 2 Functions

As mentioned above the X.25 level 2 is based upon Recommenda-
tion X.25 LAPB (ref. (120)). For a detail description of the
functions and service interface of the HDLC module please
refer to ref. (82), (83), and (80).
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X.25 DTE Functions

As stated above the CENTERNET DTE Level 3 is based on the
CCITT Recommandation X.25 level 3 (ref. (120)) utilizing no
optional facilities, except a user defined priority. Some
remarks on the X.25-DTE functions are given in this section.

The DTE only uses Virtual Call's (VC). A configuration file
contains the default assigned logical channel numbers as a
range. The lowest possible is LTC (=1) and the highest is HTC
(= 4095). The actual assignment can be changed by the NCC
restarting the DTE.

In order to minimize the risk of call collision, the LCN
search algorithm will start with the highest numbered logical
channel in the READY state and move downward, in order to
find a LCN to be used in the Call Request packet.

In case the data network internal makes use of transfer with
priority, a priority facility is defined and used in the
CENTERNET X.25-DTE. The Facility Marker is used to support
this non-X.25 facility as specified in the reference
document.

Two priority levels exist, and the X.25-DTE user can at call
establishment decide which level to use, as the priority is
on a per call basis.

The X.25-DTE transfers to the network the priority facility
indication in the facility field of the Call Request packet,
and receives the indication in the same field of an Incoming
Call packet. Furthermore the X.25-DTE utilizes the priority
levels to speed up transmission to the network by indicating
the priority level of each packet to the HDLC driver. The
HDLC driver searches the output queue for packets of high
priority and transfers these packets first, before starting
the transmission of the low priority packets.

The maximum data field length is 256 octets in data packets.
If a DTE user wishes to indicate more data to follow, a mark
called MORE DATA, M-bit, is used. Two categories of data-

packets are defined:

1. a) packets not having the maximum data field
length

b) packets having the maximum data field length and
no MORE DATA mark

2. c) packets having the maximum data field length and
a MORE DATA mark.
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The X.25-DTE module will check the use of the M-bit by com-
paring the actual data field length and the M-bit setting to
see, if the data-packet belongs to any of the abovementioned
categories. If not, the packet will be rejected.

If a DTE user wishes to transfer data on more than one level,
it uses a DATA QUALIFIER indicator, Q-bit. When only one
level is being transmitted, this is set to zero. If two
levels are being transmitted, the DATA QUALIFIER in all
packets of a complete packet sequence are set to the same
value, either zero or one. The use of the Q=bit is on a per
call basis. I.e. that an X.25-DTE user indicates, at call
establishment, whether or not he will use two levels of data.

The X.25-DTE module will validate the usage of the Q-bit, and
in case it is set without indication at call establishment
the packet will be rejected.

As stated above the X.25-DTE module offers, 1in the service
interface, the use of the M- and Q-bit, but the module checks
the usage.

In order to maintain independency between the individual
streams (refer to section 5.3.3) only the X.25-DTE module or
the network can initiate a restart procedure. The X.25-DTE
users will in case of a restart be informed (refer to section
5.3.3.3).

The X.25-DTE module does not utilized the D-bit in any
packets.

As mentioned in the reference document up to the first four
octets of the 'call user data field' is reserved for protocol
identification. The user is responsible for setting the bits
according to the rules, the X.25-DTE will not change nor
check the contents of these fields.

Packets must be/are delivered from/to the HDLC module in the
Send Sequence Number, P(S), sequence. Otherwise the X.25-DTE
will consider the packet outside the window and reset the
virtual call.

Furthermore the P(R) and P(S) numbers have only local signi-
ficans so the interpretation of the P(R) value is only an
updating of the lower window edge.

DTE Access

The service offered by the HDLC module is utilized in the
following way:
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Line Control

5.3.2.2

CONNECT LINE

Before the actual transfer the line must be connected physi-
cally and logically. A positive respond should indicate that
the line has been brought into Asynchronous Balanced Mode. As
line characteristies can differ, these are supplied when con-
necting is demanded.

Parameters: line-id, line set up timer, retry timer, retry
counter, no. of outstanding frames.

DISCONNECT LINE

The line connection will be terminated when this primitive is
issued.

Parameter: line-id

RESET LINE (RETURN ALL BUFFERS)

If errors occur, the DTE module must be able to purge the
line using this primitive. All messages currently being exe-
cuted or waiting for retransmission and all pending messages
to the identified line must be returned without treatment.
The above described actions will bring the line into a well-
defined state, known by the DTE. It is therefore able to
reestablish the datatransfer when this message has been
returned.

Parameter: line-id

Data Transfer

The previous primitives will when returned to the DTE module
enable this to initiate and terminate the actual datatrans-
fer. Data that should be sent will be given to the HDLC
module in a buffer, and when the DTE module is ready to
receive data, it will indicate this by handing over an empty
buffer to the HDLC module. After the empty buffer has been
(partly) filled it is expected to be returned.

TRANSMIT MESSAGE

All X.25(3) commands are transmitted to the DCE using this
primitive. As mentioned above a priority can be indicated to
speed up data transfer.

Parameters: line-id, priority.
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RECEIVE MESSAGE

Controlling the flow is done by deliver one or more buffers
to the HDLC module. The DTE module will, as mentioned earli-
er, when ready to receive a command (packet), hand over a
buffer to the HDLC module.

Parameters: line-id, buffer, bufferlength.

The DTE must at given events be able to obtain knowledge of
the performance on the line. The returned message contains

5.3.2.3 Line Monitoring
EVENT MESSAGE
status information.
Parameters: line-id.

5.3.3 X.25=-DTE Service

To support the functions described in section 5.3.1 this
module implements X.25 level 3, multiplexing a number of
logical channels on one HDLC line.

At the the DTE interface the logical channels will, when

brought into the state "data transfer" be referred to as

streams. Individual streams are identified by a stream no
allocated by the user.

X.25-DTE Mcdule User Module

914 4 2

2 N .
z 12 L 5 .

7 N i

25 4

logical streams
channels

Figure 5.3.2 Mapping of logical channels/streams.

5.3.3.1 Stream Supervisor Primitives

For the control of X.25 call setup and clearing this group
offers the subscriber the appropiate primitives.
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RECEIVE INCOMING CALL

Enables the user to examine the wanted characteristics of a
distant initiated call, before accepting it.

Parameters: control buffer, timer period for validity.

ACCEPT INCOMING CALL

If the user accepts an incoming call this primitive can be
used to force the DTE module to establish the virtual cir-
cuit.

Parameters: Streamno, reference no. identifying the call.
(Given as responseparameter to RECEIVE INCOMING
CALL)

REJECT INCOMING CALL

If the user cannot accept the call, this primitive will cause
a "clearing" of the not yet established virtual circuit.

Parameter: reference no. identifying the call to be rejected.

CALL REQUEST

Used to establish a call, to a distant DTE, if the call is
accepted by this. The codings of the below given parameters
concerning facilities and protocol id must follow Recommenda-
tion X.25 (ref. (120)).

Parameters: Streamno, called DTE addr., facilities, protocol
id, call user data.

RESET REQUEST

If any discrepany is detected during the transfer, this
primitive will enable the user to bring the virtual call into
a welldefined state. All pending messages will be returned.
The user is responsible for supplying the necessary number of
input buffers to ensure that no data is lost.

Parameters: streamno, reset diagnostic code.

SYNCHRONIZE STREAM

This primitive 1s necessary to synchronize the user module
and DTE module when errors are reported. It should be used by
the former to indicate an acknowledgment of the disturbance.

Parameter: streamno.
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CLEAR REQUEST

When a virtual call is to be removed the subscriber can issue
this primitive.

Parameter: Streamno.

STREAM STATUS

The DTE module offers the possibility for the user to monitor
the status of a given stream. The information returned
includes a 16 bit status word and the last transmitted/-
received X.25 causes and diagnostic codes.

Data Transfer Primitives

For the reception/transfer of subscriber information, a group
of four primitives are described. A subdivision of each
stream into four substreams designating input/output of the
two information units, data packets & interrupt packets,
accounts for the number of primitives.

SEND DATA

After a stream has been established, transfer of an X.25 data
packet is accomplished by the use of this primitive. If the
flow on the virtual call is temporarily stopped, caused by
the reception of a RNR command, or disabled due to window
closure, queing is done until flow control permits the trans-
fer.

Parameters: Streamno, databuffer, bufferlength, M-bit indica-
tion, Q-bit indication.

RECEIVE DATA

Flow control on the input substream of datapackets is per-
formed utilizing this primitive. Controlling the flow is made
by the user handing over input buffers in a speed, indicating
the users ability to receive data.

Parameters: Streamno, receivebuffer, bufferlength.

Utilizing the two interrupt substreams is done by the below
described two primitives.

SEND INTERRUPT

Used to transfer one octet of subscriber information, held
outside the flow control of data packets. An interrupt packet
will be delivered at or before the point in the stream of
data packets at which it was generated.

Parameters: Streamno, interrupt buffer
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RECEIVE INTERRUPT

This primitive is used by the subscriber to indicate his
readiness to receive an X.25 interrupt packet. If no receive
buffer has been given to the level 3 module before an inter-
rupt packet arrives, this will be discarded.

Parameters: Streamno, interrupt receive buffer

Status in Answers

The abovementioned primitives are implemented as messages
from the userprocess. Every message will be returned with a
status showing how it has been treated and the actual state
of the stream. Possible indications are:

Channel has been cleared

Channel has been reset
Interrupt/incoming call/data packet lost
Illegal primitive

Timeout

Rejected

etc.

Further information will in connection with some status be
available. As examples are:

Clearing/reset causes

Diagnostic codes

etc.

To retrieve this information the user must ask for a stream
status.

Network Control Service

The service interface to the NCP offers two types of func-
tions as specified in section 6.3:

control functions (CONTROL)
monitoring functions (EVENT, SENSE and GET STATISTIC).

For each type of function, one or more specific functions are
defined. The next two subsections will give a general dis-
cription. The exact contents and formats are described in
ref. (10) and ref. (1l1).

As mentioned above in section 5.3 the CENTERNET X.25-DTE
descriptive covers level 2 and level 3, so the following two
subsections will describe Network Control Service for both
the HDLC module and the DTE module.
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5.3.4.1 Control Functions

Below is listed the CONTROL functions supported by the HDLC

module. For a detailed description please refer to ref.
(10).

SET NC MASK

SET LINE TABLE
SET HDLC PARAM
CONNECT LINE
DISCONNECT LINE
SET MODEM SIGNAL.

The NC can open/close HDLC lines, utilizing the commands
CONNECT LINE and DISCONNECT LINE. The HDLC module will try to
connect the indicated line. If it can not be connected an
event indicating this is returned to the NC.

The disconnection is performed at the moment it is requested
regardless of actual traffic.

SET LINE TABLE is used to establish a correspondance between
a physical line and an HDLC driver incarnation.

The DTE module supports the below listed CONTROL functions.

SET NC MASK
RESTART DTE

RESTART DTE may be used to change the assigned interval of
the logical channel number. Furthermore some system para-
meters may be updated.

SET NC MASK is used (for both module) to activate/deactivate
the monitoring functions. I.e, the NC can indicate to the
module whether or not statistical information shall be
gathered which events that shall be logged, and for the DTE
module, whether tracing should be performed or not.

5.3.4.2 Monitoring

The X.25-DTE and HDLC modules support three different moni-
toring functions

- event (reports)
- sense (immediate state/status)
- statistic
REPORTS
EVENT, event-type, event-inf.

By return the fields contain the information

- event-type identification of the causing event
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- event-inf. further information concerning the
event.

The following events will trigger the report function:

HDLC: (1) line connected
(2) line disconnected
(3) connection failed

X.25 DTE: (1) lack of internal resources
(2) virtual call established
(3) wvirtual call cleared
(4) unsuccessful VC request
(5) diagnostic received
(6) wvirtual call reset
(7) DTE restarted

SENSE

The SENSE operations are used to get either an immediate
state or an immediate status for the whole module or for a
data path through the module.

The following operations are supported:

HDLC: SENSE HDLC
SENSE LINE
SENSE LINE SPEED
GET LAST FRMR

X.25-DTE: SENSE DTE
SENSE CHANNEL

STATISTIC

The STATISTIC operations are used, as the name indicate, to
retrieve statistical information for either the whole module
or for a data path through the module.

The following operations are supported:

HDLC: GET HDLC STATISTICS

This operation returns statistical information concerning one
HDLC line.

X.25-DTE: GET DTE STATISTICS
GET CHANNEL STATISTICS
GET BUF STATISTICS

The last operation returns statistical information concerning
the internal buffer pools in the DTE module.
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LOGICAL STRUCTURE of X.25-DTE

For a description of the logical structure of the HDLC-module
please refer to ref. (80).

A number of individual blocks constitute the DTE module.
Figure 5.3.3 illustrates the selected structure. In this sec-
tion a short functional description of each block is given.

DTE INTERFACE:

Primitives destined to the DTE module must be validated
before the demanded actions are performed. The administration
of individual streams to the associated blocks are also
implemented by this block.

MONITOR/SUPERVISOR:

The correlation between streams and logical channels are pro-
vided herein. When a stream, and thereby a virtual call, is
requested the associated protocol block incarnation is creat-
ed by the supervisor block.

The service offered to the NCP module, see sec. 5.3.4, is
treated by this block. This means that the necessary statis-
tical collection is performed, and state monitoring done when
requested.

BUFFER ADMINISTRATOR:

Buffer management of the resources owned by the DTE module is
performed by this block.

X .25 CHANNEL/LCNZERO

These blocks implement the DTE part of an X.25 interface.

LINE INTERFACE IN:

Messages from the HDLC module concerning input must pass this
block. The demultiplexing of packets belonging to different
logical channels and thereby treated by different protocol
blocks, is therefore necessary.
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CENTERNET TRANSPORT STATION

The most general definition which can be made of the trans-
port station (TS), is that it is an access-method which

interposes logically between a network and application pro-
grams by providing them with distant communication service.

TS Functions

The basic service provided by the TS is copying a buffer at
the senders end into a buffer at the receivers end. Sender
and receiver can be attached to the same TS, for which reason
traffic is looped inside the TS.

The TS defines a common namespace, ports (PT),for addresable
enties, i.e. ressources, applications, etc., and means to
establish and terminate full duplex associations, liaisons
between pairs of ports.

Reliability of the transport service implies end-to-end
errorcontrol.

Independence of associations requires individual flow control
for each conversation.

There are two modes of operation for an association: liaison
mode and lettergram mode. In lettergram mode, letters are
sent independently of each other, with a predefined priority.
The users are responsible for having their ports activated
prior to exchanging letters.

In liaison mode, initialization commands are exchanged prior
to transmitting any letters. This initialization is
intended:

1. To make sure both ends of the liaison are active

2. To agree on the set of services to be put into opera-
tion.

3. To initialize parameters consistently.

In liaison mode transmission/reception of lettergrams is also
possible.

The transport protocol, formally defined in ref. (1) provides
for transfer of letters (LT) and telegrams (TG) from one part
to another within the context of an association.

A letter is a variable-length unit of information with a
maximum size. The idea is that almost any physical record can
be placed in a letter, thus avoiding fragmentation of mean-
ingful data above the transport level. The letter is given as
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a whole by the sending proces to its TS, and then delivered
as a whole to the receiving process. Thus in the TS, buffer
management is handled at the letter level. Since error
control and flow control are tied to buffer management they
will also be introduced at the letter level.

The LI-TG command is used to pass an "interrupt" signal from
one transport user to another over a liaison. The exact
interpretation of an "interrupt" signal will be dependent
upon the receiving transport user.

The sending TS must transmit "interrupt" information even if
the flow control option would prohibit transmission of
letters. Similarly, the receiver must accept (and possibly
acknowledge) an LI-TG immediately,even if there are previous
unreceived letters.

Telegrams differ from lettergrams in that their size is
limited to two octets of data which allow them be transmitted
and received more easily (e.g. minimal resources required).

If acknowledgement of a telegram is required (R-bit set), the
sending TS is responsible for giving to it a MY-REF which
distinguishes it from all other telegrams within the associa-
tion. The MY-REF name space for telegrams on an association
is independent of the MY-REF name spaces for letters on the
same association. In order to simplify handling of telegrams
requesting acknowledgement, and since telegrams are not
intended for high bandwith, the number of unacknowledged
telegrams requesting acknowledgment and outstanding at any
one time, is limited to one.

If acknowledgment of a telegram is requested (R-bit set) it
must be acknowledged i.e. an LI-TAK must be sent back indi-
cating in the YR-REF field the reference of the telegram
received.

The acknowledgment means that the telegram has been made
available to the receiving process. It does not mean that the
process has read it or that the process agrees with its
contents. It just means that the process agreed to receive a
telegram on that liaison, and that the LI-TG was correctly
received by the TS and made available to the receiving
process.

The sender of the telegram expects to receive the acknowled-
gement within a maximum delay after the telegram has been
sent. If the acknowledgment is not received, the unacknowled-
ged telegram will be assumed lost and will be sent again.
Acknowledgement will again be expected. If acknowledgment is
not received, then this process will be repeated. If a tele-
gram has been sent "N" times without success, the sending TS
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will report this condition to the transport user, and termi-
nate the liaison.

When using X.25 to access networks,the size of transport
commands is limited by the size of datapackets crossing the
X.25 interface. Therefore, the TS may need to break letters
into pieces that will fit into an X.25 data packet.

For this purpose the mechanism fragmentation, for breaking
letters into fragments (FR) is the responsability of the TS.

All fragments belonging to the same letter, except the last
one which is marked by an End of Letter flag, have the same
length. Fragments within a letter are numbered to allow
proper reordering, reassembly, at the destination TS. Since
each letter has a unigque sequence number, there can be no
confusion between fragments of different letters.

The abovementioned acknowledge mechanism for telegrams also
applies for letters.

TS Access

The information exchange between two associated transport
stations is based on X.25 access to a packet switched net-
work. The service offered by the Data Terminal Equipment
(DTE) is not part of recommendation X.25. For this reason a
variety of services exist, depending on the interconnecting
network, e.g. traffic with priority.

Taking the needs of CENTERNET users into account, the service
described below should fullfill all requirements.

When two transport stations wish to communicate, a connection
to the data network must be established. As described in sec-
tion 5.3.3 the individual flows through the level 3 module
are denoted streams. A stream to the data network is achieved
when the TS issues a

CALL REQUEST

parameters: stream no, called DTE addr,
priority, call user data
Q-bit indication

The selection of stream numbers is done by the TS to distin-
guish between different flows. Called DTE address is computed
from the receiving TS address, while the priority is a func-
tion of the throughput-class indicated in the OPEN-LI primi-
tive to the calling TS. User data is used when the calling TS
wants additional information transferred during the estab-
lishment phase.
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For the called TS to accept the call and administer the allo-
cation of stream numbers, it will have indicated its willing-
ness to communicate on more streams by the use of

RECEIVE INCOMING CALL

parameters: buffer, timer.

The second parameter will, if present, indicate a period in
which a distant call will be taken under consideration. When
this occurs the TS is able to inspect e.g. the identity of
the calling TS and characteristics of the stream, as these
are returned in the buffer.

If the call is acceptable the

ACCEPT INCOMING CALL

parameters: streamno, reference

will prove the DTE to end the call set-up phase by accepting
the call while

REJECT INCOMING CALL

parameters: reference
will cause a clearing of the call.

For both primitives the parameter reference is an internal
response value, returned with the answer to RECEIVE INCOMING
CALL, identifying one particular, of maybe many, pending
incoming calls.

When the stream has been established the transfer of TS com-
mands can commence. Fragments of letters and lettergrams are
transmitted using.

SEND DATA

parameters:

stream no : the actual stream to which the
fragment belongs

data : address indicating start of TS command

data length : length (in bytes) of the command.

M-bit : set to one in all fragments, except the
last one, together constituting the
letter/lettergram.

Q-bit : set according to use

If the receiving TS is able to receive a command it must have
given an input buffer to the DTE module using the primitive
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RECEIVE DATA

parameters: streamno, buffer, buffer length

Control commands, such as LI-ACK, LI-NACK etc. are sent and
received using the abovementioned primitives following the
rules laid out in ref. (1).

During the transfer it is vital for the TS to monitor the
actual state and status of the stream. This is done through
the primitive

IMMEDIATE STREAM STATUS

parameters: streamno, buffer, buffer length

The retrieved information contained an 16 bit status word,
the last received clear cause, clear diagnostic, reset cause,
reset diagnostic, restart cause, and restart diagnostic in
case any of these events have occured since last read.

If certain events occur the TS must be able to bring the
stream to a welldefined state. This is done by using

RESET REQUEST

parameters: streamno, diagnostic

When the transfer has been completed the TS will clear the
stream to the data network by the use of

CLEAR REQUEST

parameters: streamno, diagnostic

and the stream is considered removed when a possitive reply
returns.

TS Service

In this section the available access primitives accepted 1is
described. A short functional explanation follows the mnemo-
nic and the necessary parameters conclude each primitive.

OPEN-PT: Activates a TS address (PT) for liaison esta-
blishment. If followed by the CNTR-LI primitive
a liaison initialisation is possible on this
port.

parameters: local portnumber



CENTERNET 5.19

CLSE-PT : Deactivates a TS address
parameters: local portnumber
OPEN-LI : Initialises a liaison to a distant TS

parameters: local portnumber, remote portnumber,
remote TS address, throughput class.

CNTR-LI : Allows the TS to report to the user when a liai-
son has been initiated/terminated.

parameters: local portnumber, controlbuffer.

RECV-LG : Allows the TS to receive information from a
distant partner carried in a lettergram.

parameters: local portnumber, receive buffer, buffer
length

SEND-LG : sends a letter in lettergram mode
parameters: local portnumber, remote portnumber,
remote TS address, acknowledgement

request indication, data buffer, data
length

9

RECV-LI : Allows the TS to receive a letter on an esta-
blished liaison.

parameters: local portnumber, receive buffer
SEND-LI : Sends a letter on an established liaison

parameters: local portnumber, data buffer, data
length

SEND-TG : Sends a telegram (16 bits) on an established
liaison

parameters: local portnumber, acknowledgement request
indication, data buffer

RECV-TG : Allows the TS to receive a telegram on an esta-
blished liaison.

parameters: local portnumber, receive buffer.
CLSE-LI : Terminates a liaison

parameters: local portnumber, termination cause.
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5.4.4 Network Control Service

The TS module supports two types of NC functions as specified
in 6.3:

control functions {CONTROL)
monitoring functions (EVENTS, SENSE and GET STATISTIC)

For each type of function, one or more specific functions are
defined. The next two sections will give a general descrip=-
tion, while the exact contents and formats are described in
ref. (12).

5.4.4.1 Control Functions

When the NC wants to control the TS module, if may utilize
one of the below listed operations

SET NC MASK
MAX NO PT
SET STREAM RANGE

The last two is used to set the maximum number of ports/-
streams, respectively.

SET NC MASK is used to activate/deactivate the monitoring
functions. I.e, the NC can indicate to the module whether or
not statistical information shall be gathered, and which
events that shall be logged.

5.4.4.2 Monitoring Functions

The TS module supports three different monitoring functions.
- event (reports)
- sense (immediate state/status)
- statistic
REPORTS
EVENT, event-type, event-inf.
By return the fields contain the information

- event-type identification of the causing event.

- event-inf. further information concerning the
event.

The following events will trigger the report function:
(1) lack of internal resources

(2) liaison init
(3) liaison term
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port opened

port closed

unsuccessful liaison init
unsuccessful lettergram deliver.

~ P~ i~
N oy b
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SENSE

The SENSE-operations are used to get either an immediate
state or an immediate status for the whole module or for a
data path through the module.
The following operation is supported:

PORT STATE
STATISTIC

The STATISTIC-operations are used to retrieve statistical
information for either the whole module or for a data path
through the module.

The following operations are supported:
GET TS STATISTIC
LTIAISON STATISTICS
PORT STATISTICS

Logical structure of TS

The implementation of the TS module is utilizing the facili-
ties offered by the Real-Time PASCAL language concerning pro-
cess communication. The module consists of a number of blocks
as outlined in figure 5.4.1.

The functional description of each block (group of blocks)
are given. : .

User Interface-process:

(processname ts_ihp)

This process checks that all user messages are valid and
legal. The process forwards the message to the relevant pro-
tocol process. Except from this is open port (open pt) and
close port (clse pt), these messages are forwarded to the
supervisor process.

Supervisor-process:

(processname ts_sup)

This process is father to all other process in the TS module.
The process creates and removes protocol processes when it




CENTERNET 5.22

receives respectively open port (open pt) and close port
(clse pt).

The process answers or forwards mmessages from the NCP to the
relevant processes.

From the number of liaisons the process delivers or draw back
buffers to and from the pool handler.

Protocol-process:

(processname ts pp versyx, y is a letter and x is numeric).
This process 1s handling all the transport protocol issues.
The transport protocol is described in ref. (1).

DTE Interface-process:

(processname ts_sip)

This process is handling all the communication to the DTE
module.

Pool Handler-process:

(processname ts_p handler)

This process is detributing a number of resources according
to the needs of the protocol processes and the DTE interface
process.
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Figure 5.4.1 Logical Structure of the Transport Station
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5.5 CENTERNET SESSION CONTROL
According to the ISO reference model (chapter 3) the Session
Control is the module between the Transport Station and the
Presentation Module. In CENTERNET the Session Control is
active at establishment and removal of sessions and ports. In
the data exchange phase the Session Control is total trans-
parent in lettergram mode and partly in session mode. Figure
5.5.1 shows the environment of the CENTERNET Session
Control.
Application Application
a b

|| H SC service

f ‘ N F

:’::# 4 SCP ,) ¢opa;

:: Session Control Session Control I

i ﬂ TS service
"-..-___. Transport Station ’-"’
Figure 5.5.1 Session Control Environment.
The basic for the Session Control Protocol (SCP) used in
CENTERNET is the Session Protocol proposed by ECMA (ref.
(123)). The changes are caused by the structure and functions
defined for CENTERNET - Session Control. In ref. (7) the pro-
tocol is defined.
5.5.1 Session Control Functions

The Session Control as mentioned above has as main purpose
establishment and removal of sessions. The connection and
disconnection protocol of the ECMA standard are utilized for
this purpose and an addressing mechanism is defined to
support the addressing functions supported by the Session
Control.

The descriptive model of the Session Layer follows the one
proposed by ECMA. A session entity consists of two modules
(figure 5.5.2):
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a) Session Protocol Machine (SPM)
b) other functions = addressing in CENTERNET

Session Layer Service

Addressing
Functions

et |
Legend:
SPM : Session Protoccl Machine
T™F : Transport Mapping
Punctians

™F

TTTA

|
]
|
L

Transport Layer Service.

Figure 5.5.2 Descriptive Model of the Session Layer.

In the next four sections the individual functions are short-
ly described.

Each Session Control module maintains a table (PT-table) of
active applications, i.e. known network entities, placed in
the same Network Unit as itself. The table is updated each
time the "state" of a port is changed or as a result of a
Network Control request.

Session Establishment

The connection protocol supported by the Session Control gua-
rantees a safe and collision free session establishment.

The decision whether to accept or reject an establish request
is placed at the called application. The connection protocol
supports exchange of a limit amount of data in the establish-
ment phase.

At the connection operation the application delivers a symbo-
lic or absolute network application address. If the address
is symbolic the SC translates it to an absolute and returns
the absolute address in the answer.

Furthermore in the connection phase a 32 bits mask 1is
exchange between the two SC. The mask is used for validation
purpose. Together with opening a port, an application
delivers a receivemask indicating from whom it will accept




connection requests.The mask is stored in the PT-table. The
calling application delivers a transmitmask together with the
connection request.
Each of the above mentioned masks consists of 32 bits. Each
of the 32 bits indicates a closed user group. A one in a bit
position means that the application belongs to this user
group.
The Session Control will check the received transmitmask
against the local receivemask. If any bits position are set
in both masks the connect request is valid and the session
establishment will proceed.
Figure 5.5.3 shows a normally session connection.
Calling appl. sC-A TS-A : TS-B sc-B Called appl. gl
port OPEN-PORT . '
unknown M : . OPEN-PORT port
+ Ok#ccececa- | - ] o unknown
port ' R T
avaible CONNECT-REQ L ' NIR-LI ‘ EVENT-CTRL port
—— N 1 [ ag .
: PN L1, \ :A-—- ; avaible
(] [ — s ]
' ! [ ~# inif§ recy. ! L
connection ] ] ' - -O-P‘Eﬂ-faf’ ]
: . ' I port
phase ! P— Y ceede=apok
' ok¥=- 4 - . ' reserved
] — ] :
: :W_-_’ E_ EStb ra; recv
' v R i s
E : . CONNECT-ACC | oction
] v bec e aenes sce - > Ok .q..Phase
e ok(.------.,------.: - 1 data
data : phase
phase v ¢ v
N
Figure 5.5.3 Normal session connection.
5.5.1.2 Session Removal

CENTERNET

The disconnection protocol supported by the Session Control
guarantees a safe removal of sessions, i.e. no data is lost
if the orderly disconnection mechanism is used.

The disconnection protocol offers two types of session remo-
val, an orderly where both parts are active, the one initiat-
es the removal and the other accepts it, and an abnormal
where the session is removed without application accept.
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In the first case the application receiving the removal
request has the opportunity to reject the request, which
cause the session to remain in the data transfer state.

Figure 5.5.4 shows an orderly removal and an abnormal.

Initiator SC=A TS-A . TS-B SC-B Responder
data ' " EVENT-CTRL
phase DISCONNECT-RED X (ST v data
+ " '
: FINISH ; ' phase
[ )
discon- . ' T .. ]Teal req reev
nect : ' ' DISCOMNECT-ACC
phase : § DISCONNECT o 4
' >~ ' 1 ' discon-
! CLSH-LI ' . : ' nect
— .
! ' - tern '
! ' ! --deeaP '
, . ! = '
. Y 1 o '
' caabomed “Ceecdaeapok |
4 Okfeeecmwesmnad S ok4 N : b TR R » Ok
port ) port
avaibley ' avaible
[} {r
Normal
1
C 4&* '
data ) ' _ EVENT-CTRL data
phase R ABORT R ' : s phase
o A ' ABORT :
abnormal i : —— L session
discon- : : ! ‘C[_SE_—&I_ removed T
nect ' t — N
) A by b ' :
phase ' aziqu ' :
' U
' coheed >
—~0ort tTok$¢=====-===-=-4 - ok ¢ : ﬁ'_-_--_)ok -4
avaiblew I v port
Abnormal ‘ avaible
Figure 5.5.4 Normal and abnormal session removal
5.5.1.3 Data Transfer

No function concerning data transfer are supported. The ser-
vice offered by the Session Control is the service offered by
the Transport Station. The Session Control will only monitor
the transfer to pick up session removal requests and abnormal
terminations.

Two modes of data transfer exists, lettergram mode, where the
data is transferred without any knowledge about the state of
the receiver, and session mode, where the parts are bound
together by a session before data transfer.
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Addressing

The Session Control is the module managing the addressing in
the CENTERNET network.

Applications intending to use the network opens a port iden-
tifying themselves by a symbolic name and getting an absolute
address.

In the establishment of sessions the initiator may use either
symbolic names or absolute addesses of the called applica=-
tion. The names/addresses used must follow the conventions
given in section 2.5.2.

In each SC module a configuration table defining all possible
network users exists.

This table is included in the SC module at compilation time.
When a user connect to the SC module, i.e. issues an open
port primitive, the SC module checks that the accociated
parameters are identical. If not the open request is
rejected.

Furthermore the SC module utilizes the table at session con-
nection time to transform a possible symbolic name to an
absolute address and to check that the receiver is a possible
session partner.

If the possibility for a session exists, the SC module will
make an attempt to establish the session without any prior
knowledge about the status of the partner.

Session Control Access

All exchange of SCP-control primitives between the two
envolved SC module is made utilizing the liaison established
for user data transfer.

Opening/Closure of Ports

The open/close port requests from an application will provoke
the following two actions respectively.

OPEN-PT

parameters: appl. portno : the calculated/received port
number identifying the
application.

CLSE-PT

parameters: appl. portno : identification of the appli-

cation requesting the
closure of the port.
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Establishment/Removal of Sessions

As indicated in figure 5.5.3 - 5.5.4 several TS accesses are
used to establish or remove a session.

A normal session establishment will consists of the following
sequense:

calling part:

(1) table search for identification of the receiver.

(2) initiation of a liaison using the TS service primitive

OPEN-LI

parameters : 1l-ptno, r-ptno, TS address, class
where

l-ptno : port no. of initiating application
r-ptno : port no. of receiving application

TS address : network address of remote TS

class : throughput class used for the liaison,

equals the session priority delivered in
the connect request.

(3) exchange of Connection Protocol Primitives (liaison
service on user port).

called part:

EI;_;;IEI;; liaison initiation using the primitive
CNTR-LI
parameters: l-ptno, buffer

(2) accepting liaison initiation

OPEN-LI

(3) exchange of Connection Protocol Primitives.

A normal removal will consists of the following sequence:
initiating part:

(1) exchange of Disconnection Protocol Primitives

(2) termination of liaison using the TS access primitive
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CLSE-LI
parameters: 1l-ptno port no of the requesting applica-
tion
cause : termination cause delivered by the
requesting application and which
will be delivered to the remote
application

accepting part:

(1) exchange of Disconnection Protocol Primitives.

(2) waiting liaison termination using the TS access primi-
tive

CNTR-LI

Caused by network troubles or errors, a liaison may be termi-
nated abnormaly without any preceding SC communication. In
order to get this information the SC will always have a CNTR-
LI primitive waiting at the TS on each port.

As mentioned above the Session Protocol Primitives are
exchanged using the liaison service. Table 5.1 gives the
relation between a protocol primitive and the TS service
ysed.

protocol primitive TS service utilized
CONNECT letter service
ACCEPT - -

FINISH - -
DISCONNECT - -

NOT FINISH - -

ABORT telegram service

Table 5.5.1 Relationship of Session Protocol Primitive trans-
ferred and the TS service used.

Data Exchange

The Session Control uses the three set data exchange primi-
tives (lettergram, letter, telegram) offered by the TS
service, for exchange of application data.

SEND-LG
LETTERGRAM

RECV-LG

SEND-LI
LETTER

RECV-LI

SEND-TG
TELEGRAM

RECV-TG
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Session Control Service

5.5.3.1

The Session Control module (SCM) supports opening/closure of
ports (application entities), establishment/removal of
sessions, network addresses maintenance and transformation
from symbolic to absolute. In the data exchange phase the SCM
is transparent offering the lower layer's data transfer ser-
vices. The functions of the Session Control Module can be
summarized to SESSION MONITORING.

The service interface (needed for these functions) consists
of a set of primitives for session supervision (OPEN-PORT,
CLOSE-PORT, CONNECT, DISCONNECT, ABORT, EVENT-CONTROL) and a
set for data exchange (SEND-LG, RECV-LG, SEND-LT, RECV-LT,
SEND-TG, RECV-TG). The last set equals the service primitives
offered by the Transport Station (Section 5.4.3) for data
exchange.

Session Supervision Primitives

QPEN-PORT
parameters : port, func, receivemask, port id

An application uses the primitive in order to become a known
network entity, identifying itself to the network. Further-.
more a port is opened. An SC port is used as absolute network
address of the application and as the application's identifi-
cation of itself at the SC interface. The application may ask
for either the first free port or a specific port. The abso-
lute port number is returned.

CLOSE-PORT

parameters : port, func, port id

If an application wants to stop being a known network entity
it must close the port using this primitive.

CONNECT

parameters : port, transmitmask, class, receiver id,
data

The CONNECT primitive has two functions, it is used both as a
establish request and as a establish response, accepting an
incoming establish request.
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Request:
the application requests the Session Control to esta-
blish a session to the specified application, either
remote or local. The primitive contains the priority
(class) of the data transfer and the application's
transmitmask. Further more a small amount of user data
can be transferred to the called application. The
answer contains the result of the connection attempt
and if ok the data delivered by the called applica=-
tion.

Request accept:

—— e ——————————

The Session Control will continue and finish the
session establishment requested from the distant end.
The data delivered will be transferred to the calling
application.

The primitives are respectively:

CONN-REQ

CONN-ACC

DISCONNECT

parameters : port, cause

The DISCONNECT primitive exists in three variations, a
request, a request accept, and a request reject.

Request:

The application requests the Session Control to remove
the session and transfer a cause to the receiver.

Request accept:

———————— v — — —— -

The application accepts a session removal request and
the SC will remove the session.

Request reject:

The application reject a session removal request. The
SC will transfer the reject cause to the initiator of
the request and perserve the session.

The primitives are respectively:

DISC-REQ

DISC-ACC

DISC-REJ
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ABORT
parameters : port, cause

Used to remove a session without the acceptance of the remote
application. The Session Control will remove the session and
inform the other part.

EVENT-CONTROL

parameters : port, buffer

The primitive is queued at the Session Control and returned
when a session event occurs. These are defined to be: esta-
blish request received, removal request received, abnormal
removal received, session error indication.

At return the primitive contains the data the Session Control
has received with the request and if "establish request" the
name/address of the requesting application.

If no event primitive is pending the action of the SC depends
upon the event according to the following table:

event SC action if no
EVENT-CONTROL is pending

establish request rejected
removal request rejected
abnormal removal accepted
session error indication accepted

Table 5.5.2 SC action on different events.

Data Transfer Primitives

The primitives for data transfer support equals the TS set
for the same purpose in order to make the SC transparent in
the data phase. Six primitives are defined for 3 kind of data
transfer:

SEND-LG
Lettergram mode : LETTERGRAM
RECV-LG
, SEND-LI
LETTER
RECV-LI

Session mode : SEND-TG
TELEGRAM
RECV-TG
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For parameter specification please refer to section 5.4.3.

Further details about the usage and the parameters please
refer to section 5.4.3.

Receiver Identifications

The identification consists of two parts of which one always
shall be present. Both absolute and symbolic, abbreviated
addresses are allowed.

The identification is delivered to the Session Control as an
ASCII text string.

The format used is specified in section 2.5.2 and further
details may be find in that section.

The addressing service supported in lettergram mode, will
equals the one offered by the Transport Station.

When the Session Control returns an identification/address it
will always be an absolute address consisting of two parts, a
port number in binary code and a network unit address as an
ASCII textstring.

In this section the service offered the NCP is described. Two
types (control and monitoring) of network control functions

monitoring functions (EVENT, SENSE, and GET STATISTIC)

The next two subsections will give a general description,
while the exact contents and formats are described in ref.

5.5.4 Network Control Service
are supported:
control functions {CONTROL)
(13).
5.5.4.1 Control Functions

The NC may activate/deactivate the monitoring functions. I.e.
the NC can indicate to the module whether or not statistical
information shall be gathered, and which reports that shall
be logged. A mask indicates this and the NC can set this mask
utilizing the command

SET NC MASK
The NC can close a port utilizing the command

CLOSE PORT
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The intention of the operation is that the NC should have the
possibilities to close a port, in case the user is incapable
of closing the port.

The relation between an symbolic TC address and the absolute
may be changed using the operation.

SET TC TABLE ENTRY

Monitoring Functions

The SC module supports three different monitoring functions
- event (report)
- sense (immediate state/status)
- statistic
REPORTS
EVENT, event-type, event-inf.

By return the fields contain the information.

- event-type identification of the causing event.
- event-inf. further information concerning the
event.

The following events will trigger the report function:

(1) session connected

(2) session disconnected
(3) port opened

(4) port closed

(5) unsuccessful connection

SENSE

The SENSE operations are used to get either an immediate
state or an immediate status for the whole module or for a
data path through the module.

The following operations are supported:

SENSE SC
SENSE PORT
GET OPEN SC PORTS

As specified in section 5.5, the Session Control uses a net-
work configuration table for addressing purpose. The NC can
get information about this table using the operation

GET NET CONF ID
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The Session Control maintains a PT-table also for addressing
purpose. The Network Control can get entry information from
this table using one of the two operations

GET PTAB ENTRY ABS
GET PTAB ENTRY SYMB

STATISTIC

The STATISTIC-operations are used to retrieve statistical
information concerning either a data path or an access
address.

The following operations are supported

GET SESSION STATISTIC
GET PORT STATISTIC

Logical Structure of the SC Module

The logical structure of the Session Control Module reflects
the division of functions into the addressing mechanism and
the protocol support. The module consists of three blocks:
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Figure 5.5.5 Logical Structure of the SC Module.

SC INTERFACE (switch):

This block interfaces the applications to the SC module. It
checks the primitives and routes them to the right block for
further processing. .

PROTOCOL MACHINE:

The block is the implementation of the Session Control Proto-
col. Furthermore it include a set of access routines for TS
access.

SC SUPERVISOR

The block implements the addressing mechanism of the Session
Control Module. The network configuration table, the TC-table
and the PORT-table (telephone directory) are located in this
block. Furthermore it interfaces to the NCP module to support
NC operations.
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CENTERNET VIRTUAL TERMINAL PROTOCOL (VTP)

The Virtual Terminal (VT) defines a model of a terminal, i.e.
a concept used networkwide to describe it. The Virtual
Terminal Protocol (VTP) defines the set of primitives being
exchanged through the network together with the rules for
using them. The VT software exchanges the primitives by means
of the Session Control Service Interface. This means that the
VT lies on top of the Session Control (figure 5.6.1).

Virtual Terminal

Actual
physical
terminal

TR
Virtual Terminal

1

1t Session
i Control

2

Session 3 service
"

Control

Figure 5.6.1 VT Environment.

One Virtual Terminal will occupy one SC port, as it is a

CENTERNET entity.

The VT software converts VTP primitives to the actual termi-
nal representation and visa versa and may handle several
terminals of the same physical type.

Virtual Terminal Functions

The Virtual Terminal Protocol includes an abstract terminal
model (defined in ref. (2)). The model consists of the
following components (figure 5.6.2):

- a presentation unit,
ture

- a data structure

- an alarm device

used to visualize the data struc
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- a keyboard, used to enter data. The keyboard may include
attention and function keys

- a control unit
- auxilary devices, used for hardcopy or as alternative

input/output. Only the hardcopy device is supported at
present in CENTERNET VT Protocol.

Presentation Unit

&

Alarm device

Figure 5.6.2 VT Components.
The components are described in details in ref. (2).

The functional characteristics of the components depend on
the VT parameters (please refer to section 5.6.1.3 and ref.

(2).

The abstract model of the terminal, in particular the data
structure, may be structured in different ways:

— SCROLL mode (line oriented terminals)
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- DATA ENTRY mode (format oriented terminals)
- NATIVE mode (non standard terminals)

The mode determines the precise effect of the VTP primitives
and reflects the abilities of the physical terminal.

Session establishment and removal

In principle a VT may access any port supporting VTP. These
ports fall in one of two categories:

1) A host timesharing interface module, i.e. a VT server
at a host.

2) Another VT.

Whenever the VT accesses a port the Session Control module
validates the access right as described in section 5.5.

Network access is divided into the following phases:

1) establishment of a local connection from terminal to VT
handler

2) establishment of a session through the network
3) normal data transfer by means of VTP primitives
4) removal of the session

5) removal of the local connection.

Phases 1 and 5 are only significant when it is possible to
distinguish between a terminal-idle condition and a terminal-
disconnected condition as is the case for dial-up services.
These phases includes steps concerning opening and closure of
a SC port, which reflects the availability of the terminal to
other network entities.

Phases 2 and 4 will influence allocation of network resourc-
es, according to the needs for a session to have buffers etc.
allocated.

When the physical terminal is ready for work, the VT software
will set the default profile for the terminal in question
(including values and range masks) and open a port. The ter-
minal is now present as a network entity. The address is fix-
ed for permanently attached terminals, to allow a VT Server
to establish the session.

The connection between a VT and a VT Server may in principle
be initiated from both ends.
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The connection is performed in two steps

1) SC session establishment.
User data is exchanged to establish which party is
to play the VT role and which is to play the VT
server role.

2) Connection phase described in the VTP ref. (2).
The user of a terminal gives a command requesting a connec-
tion to a certain port supporting the VTP. The command allows
as well absolute as symbolic addressing, with abbreviations
for the services most frequently used (please refer to sec-
tion 5.5.3.3).

A session may be removed due to one of the following
reasons:

- The user or application has finished its activities.

- Components of the system are closing as a part of the
daily routine.

- Parts of the network fail.

The VTP disconnection procedure is replaced by the SC discon-
nection procedure.

The port will be closed if the terminal is physically discon-
nected.

Data exchange

In the data phase primitives are exchanged according to the
'elements of procedures' described in ref. (2).

The primitives belongs to one of five classes:

1) TEXT: TEXT-SEG, NL, CR, POS, NEXT-U-FIELD,
ATTRIBUTE, HIDE, DEL-ATT, ERASE-UN,
DEL-ALL.

2) CONTROL: PLEASE, CLEAR-MARK, ASSIGN.

3) INTERRUPT: ATT, CLEAR.

4) PARAM: R/I1I/S/A/D-PARAM.

5) CON/PARAM: CONN, CACC, DISC, MARK.

The individual primitives, the usage, and the representation
are described in CENTERNET Virtual Terminal Protocol, (ref.
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(2)). Furthermore it describes the subset for each terminal
mode, native, scroll, and data entry.

5.6.1.3 Virtual Terminal Parameters

The parameter settings for a VT have influence on the func-
tional characteristics of the components. The parameters
defined are described in details in ref. (2) and are listed
here:

structure of the components
addressing possibilities in
addition to new line
line-discrete the with of the data structure
page-discrete : the length of the data
structure

the character representation
used in text segments

terminal mode
addressing capability

Y

1)

character-set

printer-line-discrete : the with of the attached hard-
copy device

attribute-capability : the possibility of implemented
attributes

The VTP supports two mechanisms of parameter setting.

1) As part of the connection phase using the commands CONN,
CACC, and DISC.

2) During a dialogue on the servers initiative using
the param-block and the primitives R/I/S/A/D-PARAM.

If a VI wants to start a parameter setting phase, it has to
send an attention (ATT(15)) to the server, indicating the
wish of parameter setting.

5.6.2 Virtual Terminal Access

The Virtual Terminal uses the services offered by the Session
Control to establish a session and to exchange data.

A connection between a terminal and a server is implemented
as a session. Text blocks, control blocks, param blocks, and

connection commands are exchanged using letters, interrupts
by using telegrams.

When a terminal is physically connected, a port is opened
using the SC-command

OPEN-PORT

parameters:

term-id : terminal identification
func : 0 = first freé} please see sec.
port : not used 5.5.3, too

receivemask : please refer to section 5.5.1.1
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If the open function is ok the absolute port number is
returned in the answer otherwise an error status is
returned.

The terminal is now a known network entity and can either
initiate or receive a session establishment request.

A session is established using the SC-command
CONNECT

parameters:

port : own identification

transmitmask : please refer to section 5.5.1.1
class : term class

receiver : symbolic or absolute identification

of receiver (see section 5.5.3.3).
indicates whether a VT or an application
(VT server) is calling.

user data

In case the terminal intends to be the passive part of the
connection, it uses the command EVENT-CONTROL. When the
EVENT-CONTROL is received indicating a session establishment
request, the following SC command is used to acacept the
session.

CONNECT-ACCEPT

parameters:

port : own identification

user data : VI if the caller is a VT server, other

wise VT server.

The EVENT-CONTROL command may also be issued after session
establishment and the answer will, if so, be received at
session removal.
After the establishment of a session the terminal uses:
RECV-LI (for normal data input)
SEND-LI (for normal data output)
RECV-TG (interrupts)
SEND-TG (interrupts)

To remove the session the next three commands as can be used

DISCONNECT-REQUEST

parameters:
port: own identification
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cause: VTP disc reason X'01' (normal termina-
tion)

will remove the session but keep the port open, so the termi-
nal has the same possibilities as after an OPEN command.

DISCONNECT-ACCEPT

parameters:
port: own identification
cause : VTP disc reason X'00' (confirmation of
disc)

The command is used when a session removal request is receiv-
ed in an EVENT-CONTROL answer.

ABORT

parameters:
port : own identification
cause : VTP disc reason (except X'00' and
X'01')

When the terminal is physically disconnected the port will be
closed using the SC command

CLOSE-PORT

parameters:
port : own identification
func.: 3 = close absolute port

Virtual Terminal Service

In this section the service interface of the Virtual Terminal
should have been described. This is not possible because the
software supporting the actual physical terminal and the
Virtual Terminal software are very integrated.

This is caused by the fact that the VT is responsible for the
changing from a specific terminal language to the network
standard language and visa versa (figure 5.6.3).

So if a general interface to the Virtual Terminal Protocol
exists the adaption/changing functions would be placed out-
side the Virtual Terminal Protocol Module, and this module
would only contain very rudimentary functions as primitive
blocking and connection/disconnection mechanism.
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i
i

Virtual Terminal

Server
adaption to standard adaption applica-
standard r to s.1. tion
language language
Physical
Terminal

Figufe 5.6.3 Adaption to standard language.

Network Control Service

5.6.4.1

In this section the interface to the NCP is described. As
specified in section 6.3 three types of network control
functions exist:

1) control
2) monitoring
3) message broadcast
To support these functions five primitives are defined:
1) CONTROL
2) EVENT, SENSE, GET STATISTIC
3) BROADCAST

The individual functions and primitives are described in the
following sections.

Control Functions

The control function are performed by the NC using the primi-
tive SET. The interpretation of the information in the
CONTROL operation, i.e. the individual control function,
depends on the actual Virtual Terminal module, and will be
described in the relevant sections. E.g. an X.28-Scoll Mode
function is to set a terminal profile and is explained in
section 7.2.4.

A general control function is the possibility to set the
receive- and transmitmask. This is done utilizing the
command -

SET USER MASK, physical port, receivemask, transmit-
mask




5.6.4.2

CENTERNET 5.46

For details about the two masks please refer to section
5.5.1'1

The NC may activate/deactivate the monitoring functions. I.e.
the NC can indicate to the module whether or not statistics
shall be performed, which reports that shall be logged. A
mask indicates this and the NC can set this mask utilizing
the command.

SET NC MASK

Monitoring Functions

5.6.4.3

Three type of monitoring functions exist:

1) an event generated report.
2) an immediate status/state.
3) statistical information.

The event generated status (reports) will inform the NC every
time a specified event occurs.

The structure of the information in the buffer depends upon
the actual VT module and is described together with the
module. The primitive used for this type of status is EVENT.

The other type, immediate response, is obtained using the
primitive SENSE or GET STATISTIC. The receiving of these pri-
mitives by the VT module will trigger a reading of the state
or a statistical record, which will be returned. Again the
details are described together with the actual VT module.

Broadcast

The broadcast function is located in each relevant VT module.
The broadcast message is transferred from the NC to the VT
module using the primitive BROADCAST.

Logical Structure of the VT Module

The logical design of the Virtual Terminal Module is elabo-
rated to support enhancements. Figure 5.6.4 shows the basic
structure of the module.
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async. driver sync. driver

]
*e 9% yVYVSY ]
asynchronous synchronous
interface interface B
- Virtual
X.28 y Terminal
. async. Module

scroll{ native

basic VT functions

SC-access

Figure 5.6.4 Logical Structure of VT.
The individual logical blocks are

1) asynchronous/synchronous interface:
interface to the actual terminal driver

2) X.28-scroll, async-native, etc.:
logical module connecting the actual terminal protocol
with the virtual terminal protocol

3) basic VT functions, SC access:
function for establishment and disconnection of data
paths and access to the transport network represented

by the Session Control.

An example of an implementation specification is given in
section 7.2 and ref. (3).
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5.7 CENTERNET REMOTE PRINTING PROTOCOL (RPP)

This section may appear later.
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CENTERNET FILE TRANSFER PROTOCOL (FTP)

FTP Functions

The FTP provides a method for the transfer of data, in the
form of complete files, across a network, both to and from a
remote computer.

The FTP is built on the premise that a single standardised
representation can be set up for a File, or for an organised
set of files (a Filestore). This representation can be used
in the protocol to express the transactions which are to be
performed, mappings being made by each participant to relate
the standard descriptions to local resources. The description
of this standard conceptual filestore is resolved into a set
of distinct characteristics called attributes, the values of
these attributes identify or describe the files to be trans-
ferred.

The file transfer takes place in a number of stages. The
initial exchanges take the form of commands, each with a
number of optional parameters. Each parameter specifies one
of the Attributes by using a code number, and gives a suit-
able value for that Attribute. Once the file has been cor-
rectly identified, and the conditions for the data transfer
established and agreed, the file data can be transferred.
Firm control of the flow of data is achieved by using a
second set of commands. The exact details of the different
levels of information exchange are given in ref. (4).

One of the most important of the transient attribute values
to be considered during the actual file transfer is that for
the 'Mode of Access'. This can take one of several values
which fall into two general groups:

a) the transfer of data into the filestore, and
b) the transfer of data out of the filestore.

A Start File Transfer (SFT) command specifying a transfer of
data into the filestore (such as Make or Append) is termed a
'take' (i1.e. the filestore takes the data). An SFT command
specifying a transfer of data out of the filestore (such as
Read) is termed a 'give' (i.e. the filestore gives the data).
This convenient terminology will be used in the following
sections.

The diagram below (figure 1) illustrates the general exchange
of commands and data in the FTP. In this example a file is
transferred from Q's filestore across the network to the
process P:
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Commentary
INITIATOR (P) RESPONDER (Q)

SFT + give and _| I Process Q receives
other parameters request, finds file
referred to, then
accepts transfer

RPOS + Process P checks
parameters that required file
has been found and
then enters data
transfer phase

‘_—_

Go -1
The data records

of the file are now
sent from Q to P,
data of file followed by an end
of file exchange

Process P finally
STOP R B terminates transfer

Figure 5.8.1 The General Mechanism of the FTP.

FT Access

In the CENTERNET implementation the process that initiates a
transport association must operate on the SC interface. When
establishing the association (the session) the necessary
functions are performed by the SC module. After a successful
establishment the actual file transfer is carried out by the
SC module.

If the initiating process is placed in a host machine, con-
nected to a RC3502C through an FDLC/HDLC connection,this con-
nection must be set-up in order to communicate with the
respective modules. The services offered by the NETWORK
INTERFACE MODULE (NPM) are the same as those offered by the
abovementioned RC3502C modules but the exact format of primi-
tives is different.

Before starting the transfer, the FTP PROCESS issues an OPEN
primitive to the SC module/actual service interface. When a
positive response returns the session is established utiliz-
ing the function
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CONNECT-REQUEST

possible parameters :

portnumber : answer parameter in OPEN

transmitmask : please refer to section 5.5.1.1

class : file transfer class

receiver : Ident of receiving filemanagement
system.

The establishment phase is considered finished when the
CONNECT REQUEST primitive is received with a positive
result.

The partner of the transfer will have used the function

EVENT-CONTROL

to get hold of an incoming connection request. If the request
is acceptet the filemanagement system will indicate this to
the SC module utilizing the function

CONNECT-ACCEPT

Commands and data are exchanged between the FTP-processes °
through the use of the SC-primitives

RECV-LI/SEND-LI

and

SEND-TG/RECV-TG

according to the type and size of the information to be
sent.

For all primitives the parameters are

local portno : the portnumber received as responsepara-
meter to the OPEN primitive

data-buffer : address indicating start of buffer
data length : number of bytes to be transmitted.

For the SEND-TG primitive the acknowledgment parameter can
be used if the situation requires end-to-end control.

When data are to be received flow control can be controlled
by the responder, through the

RECV-LI

while data can be sent through
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SEND-LI

When the file transfer has been completed, the responder can
remove the session by issuing a DISCONNECT primitive to the
SC module. The initiator will receive this request in the
answer of an

EVENT-CONTROL

and will accept the request using the function

DISCONNECT-ACCEPT

The initiator may at any time during data transfer (in error
situations) request the session disconnected or aborted
utilizing the functions

DISCONNECT-REQUEST

ABORT
respectively.

After the termination phase the ports will remains open for
file transfer to other processes.

FT Servige

The CENTERNET file transport protocol, formally defined in
ref. (4) is a subset of

A Network Independent File Transfer Protocol

prepared by High Level Protocol Group. The original document
is denoted INWG Protocol 86 ref. (124).

As the original protocol is intended in future to be used as
a Job Transfer Protocol and Remote Printing Protocol as well,
and these are no part of CENTERNET facilities at this moment,
the subset has been defined by extracting the necessary com=-
mands from the original protocol. This should make future
additions easily incorporated.

Transfer of a file, between two computers, demands that the
two processes performing file operations in either systems
are associated. The protocol allows information to be
exchanged, concerning the attributes of the transfer in an
establishment phase.

Such attributes are

Direction of transfer
Mode of access
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Data compression
Temporary transmission stop
Retransmission possibility.

Both processes can indicate their capabilities
transfer if a mismatch of attributes occur. If
zation is successfully performed, data will be
binary octets. The body of the file is carried
limitted by the SC service to 2000 bytes, that
tured into subrecords.

and reject the
the initiali-
transferred as
in records,

can be struc-

If errors are detected by either process, an error reporting-

/recovery mechanism is available.

The actual primitives offered will depend on the surrounding
file system. As an example section 9.2 describes an RC8000

implementation.
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NETWORK CONTROL

This chapter

describes the functions and outlines the struc-

ture of the Network Control System in CENTERNET.

Section 6.1 introduces the reader to the basic ideas and the
conceptual approach of the NC system.

Section 6.2 describes the topological framework under which
all NC facilities operate.

Section 6.3 lists the basic services which are available for
the NC management, and section 6.4 defines the program modul-

es which are

It should be
description.
contents are
found in the

Note:

put into operation in the initial phase.

noted that this chapter only gives a functional
Exact definitions of formats and information
part of the program specifications and may be
references given in Appendix A.

some of the subsection in this chapter will not be avail-
able until January 1983.
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Introduction to CENTERNET Network Control

Realizing that the control, monitoring and maintenance of a
larger network system involves many complex interactions
between network components and between the network and the
operating staff, emphasis is put into defining a strong
framework within which the facilities may expand in a smooth
and continous manner.

This framework contains many levels of control mechanisms. In
the context of CENTERNET 3 categories of NC functions are
defined::

Monitoring functions

Facilities for retrieving information from each network com-
ponent. Incorporates the automatic failure detection of tran-
sitions into the "down" state of any network component (hard-
ware/software), the collection and presentation of informa-
tion relative to the "on/off" status of individual components
and collection of information stating the general activity in
the network. The information may be timerelated (statistics,
counters) or event driven (state, errors). Selected parts of
the information should be reported automatically according to
specific rules.

Control functions

Primitives which enables the control of specific modules
(hardware and software) within the network.

Enables the execution of command functions, which consist of
a set of capabilities to interpret and execute commands which
might be generated either manually or automatically. These
commands are intended to initialize and modify the status of
network components. Some typical command primitives are:

- loading and initialization of software modules
- start/stop of software/hardware modules

-~ change of operating parameters

- activation of special test or trace routines

Management functions

Functions or utilities which give the network administration
suitable user-oriented tools for network control/monitoring,
test, maintenance and management of the entire network. The

NC administration utilizes the monitoring and control primi-
tives previously mentioned.
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The basic function is the recording function, which ensures
the logging of all relevant information on a permanent
medium, preferably host based. Thereby a selected set of
network events such as important status transitions and
critical incidents can be printed. The recording function
provides the network management with real-time information to
be used in decision-taking.

The network management include further functions such as:

- utilities for maintenance and manipulation
of log files (statistics, overviews, alarms etc)
- utilities for maintenance of module configuration
files
- file transport utility
- artificial traffic tools
- diagnostic aids.

Described topologically the monitoring/control primitives are
related to the network modules involved with the data trans-

ports whereas the management functions relate to one or more

network control centers (fig. 6.1).

o
ring Network

NCC Management

Figure 6.1 Trisection of NC.

The interaction between management, control and monitoring
primitives is carried out by using the network as transport
system.

In order to establish a common structure for this information
exchange a network control protocol - the supervisor protocol
- is defined.

The supervisor protocol system establishes a framework for
addressing and accessing each individual NC facility. It
relies on the correct functioning of the transportation ser-
vice, but does not interact with normal network operations.
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Distributed Control Versus Centralized Control

Within the network community, there is a continuing debate
whether, when designing a control system, to use the distri-
buted capabilities of the network itself by choosing a decen-
tralized scheme, or whether to prefer a centralized approach,
or a mixture of both. The debate is particulary active con-
cerning recovery functions such as packet routing or even
worse: updating of routing tables.

In a centralized approach, all nodes and terminal concentra-
tors requiring services must have access to the centre, which
in turn needs to be able to obtain information about the net-
work as a whole. In a degrated network this becomes difficult
if not impossible.

In a distributed approach, each part of the system is indivi-
dually responsible for performing the services required.

The proposal for CENTERNET is to adopt a combination of both
approaches, with the balance between them dictated by the
level of service required.

Control Centre Constraints

Since management decisions may be based on external factors,
no control system can be entirely automatic. For this reason,
an important consideration is the ease and efficiency with
wich an operator can communicate with the system.

As most of the CENTERNET nodes and concentrators will be
located within the computer centres, most likely in the same
rooms as the large mainframes, actual network operation may
be carried out by the local computer operation staff, for
whom CENTERNET operation forms part of their standard duties.

Consequently, operational constraints are:

1. A simple and flexible operator interface, both for command
and information presentation.

2. Remote command capabilities, since operators need not be
physically present at remote nodes.

3. Overall network status and activity monitoring, since
operational descisions depend on an aggregated picture of
the whole network.

4. Powerful local control capabilities, to allow hardware and
software interventions to be performed by specialists
directly at the relevant equipment and during production.

Important to realize is, that in order to provide a suffici-
ently high availability for CENTERNET, essential control
functions - such as automatic retries after component failur-
es - can not be dependant on the accessibility of a single
critical element, such as a control centre.
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Network Control Architectural Structure

NC Topeology

The CENTERNET NC system is designed according to a distribut-
ed approach, i.e. the NC facilities including monitoring,
control and management primitives are distributed on several
geographical locations. Thus the Network Control Centre func-
tions are distributed on a number of Control Centres, each
Control Center being able to manage the entire network. Each
Control Centre relies on a number of subcenters Network Con-
trol Probes (NCP)- located in each network subsystem (termi-
nal concentrator, network node). Again the NCP relies on
internal control points Local Control Probes (LCP), associat-
ed to each program module.

Summarizing, the NC topology consists of the following:
- Network Control Centres:

Located in a RC8000 Host Computer. A Control Center con-
sists of a nucleus and a number of NC utilities, each
offering a specific network management service. Each Con-
trol Centre in CENTERNET has an identical nucleus but may
vary in respect to the set of utilities.

The Control Centres may communicate with each other and
with NCP's by means of the network supervisor protocol
(cf. section 6.2.3).

- Network Control Terminal (NCT):

The software constituting the NCT is located in an RC8000
Host Computer, whereas the display unit may by located any-
where in the network (directly connected to the RC8000 or
connected as a normal CENTERNET terminal). The NCT communi-
cates with the nucleus (NCC) as a special utility.

- Network Control Probes (NCP):

Located in each subsystem of the network. A subsystem is
defined as a logical network entity, e.g. terminal concen-
trator (TC) or network node (NN) and is typically related
to a specific network processor.

The NCP can be accessed by a Control Centre via the super-
visor protocol. The major task of an NCP is to execute net-
work monitoring and control functions on request from a
Control Centre. The NCP again invokes or accesses local
control probes.
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- Local Control Probes (LCP):

Each subsystem consists of a number of program modules each
containing a LCP (module control and supervision, hardware
control etc.) A LCP is accessed from the NCP utilizing a
set of standard procedures.

NCC and NCP modules are accessed through the Session Layer
(dedicated ports), which implies that two NCP's may communi-
cate with each other (as well as two NCC's).

Fig. 6.2 illustrates the topological relations.

RCB000 RC3502C - FE

@ @ @ —  Primary

———— Second.

e —— -
Utilities
L

RC3502C - RCT

/ \
/ \
/ \ RC3502C - FE
” <

NCP

SICC

Figure 6.2 NC Topological Relations.
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NC Addressing

As illustrated by fig. 6.2 the intercommunication between the
NC modules requires an access and address structure to be
defined.

The NC information exchange between NCC's and NCP's relies on
the transportation service of CENTERNET, i.e. the Session
Layer - SC. The LCP's and the NCC utilities represent a sub-
address scheme indicating the ultimate receiver/originator of
the supervisor transaction. Because of the one-to-one corre-
spondance of NCC/NCP modules and a TC the access between NCP
and NCC can be permanently allocated to specific port
numbers, e.g. port no. 1 and 2 respectively.

In this way a NCP function (represented by a LCP) is address-
ed by: _

RECEIVER ::= TC, PORT, LCP.
The LCP subaddress is assigned to each utility module
(management) and to each software module which is subject to

network control.

Fig. 6.3 gives an example of NC addressing.

Utility

O

LCP=40 H\\\\\

SENDER RECEIVER

Jd_

|
3
)

a
gl

HDLC

[\%)

K/l

¢

=1

e

RECEIVER: TC, PORT, LCP = 3,1,1 SENDER: TC, PORT, LCP= 2,2,40

Figure 6.3 Example of NC addressing.
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Supervisor Protocol

The purpose of the supervisor protocol is to offer a standard
method for exchanging supervisor information between any pair
of NCC or NCP. The basic transport service is offered by the
SC operated in lettergram mode with acknowledgment.

The datapart consists of a supervisor header and the super-
visor data field.

SC Supervisor

parameters header Supervisor data

The SC parameters are set as follows:

1l: NCP originator

Local portnumber =
2: NCC originator

1: NCP destination
Remote portnumber = -
2: NCC destination

Remote TC address

Acknowledgment Request = 1

The above mentioned parameters are, except the last, also
available from the SC when a lettergram in received.

The supervisor header follows the format as shown:

Receiver Sender Seq. LCp LCP NW Byte
ID D no. Type oper. | status{ time count

RECEIVER ID : Receiver of the transaction (LCP address)
(15 bits)

SENDER 1D : Originator of the transaction, normally
(15 bits) receiver of answers and events (LCP address).
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SEQ.NO:
(8 bits)

TYPE:
(8 bits)

LCP
OPER:
(8 bits)

LCP
STATUS:
(16 bits)

NW TIME:
(12 BCD
digits)

BYTECOUNT:
(16 bits)

Used to identify message/answer/events corre-
lations (each producer of supervisor messages/-
events applies sequence numbers, the response
initiated by the message use the same sequence
number) .

Message

Answer

Event

Specification (mode) of message, answer or
event.

Optional status field used to indicate current
status of module addressed (answer, events).

Network time, time of generation of transaction
Format: second, minute, hour, day, month, year.

Length of supervisor data

The use of message, answer, events is defined as follows:

- Supervisor Message:

Used as a command from a NCC/NCP to a NCP/NCC, initiates
typically some kind of action, which may produce a result
or which may cause a state or status change. An answer con-
taining result of the action may be returned to the sender
(solicited message). The action may also incorporate the
initiation of an automatic reporting mechanism, where
results are transmitted to a defined receiver.

- Supervisor Answer:

Carries the result of a specific supervisor message. The
answer is normally directed to the sender of the message,
but may also be directed to another receiver. This receiver
is called the exception receiver and in the NCP the address
can be set utilizing the LCP operation 'set exception
return address'.




CENTERNET 6.10

- Supervisor Event:

Produced by a LCP as a result of an event. The receiver of
the event is determinated by the event address in the NCP.
This address can be set/changed by the LCP operations 'set
init event address' and 'set event return address'. The
generation of an event in a LCP may be locked/unlocked
utilizing the LCP operation 'set NC mask' to the specific
LCP.

The contents of the supervisor user field varies according to
the NC function being executed.

Some typical contents are:

- statistical information

- text strings

- parameters for control of program modules
- program load information/contents

- status and event information

- remote addresses.

Concludingly the NC supervisor protocol offers a transparent
service which can be used between any two NCC utilities and
NCP functions (=LCP). This enables a flexible development of
new NC functions without affecting the existing.

NC Facilities

This section describes the required NC facilities which are
available in the initial state. New facilities can be includ-
ed either as a consequence of new LCP functions within the
network or due to enhancements of the utilities within the
network management. Thus the NC facilities may be described
both as a service offered by LCP's and as the utilization of
this service as it is carried out by the network management.
The realization of the NC facilities (as a number of program
modules) is described in section 6.4.

Configuration Files

The entire network is build up by a number of hardware and
software modules.

At any moment the system can be described by a certain set of
these modules. The current information is held in a

HARDWARE CONFIGURATION FILE (HCF)

and a
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SOFTWARE CONFIGURATION FILE (SCF)

the contents and updating of which are at the disposal to the
network management.

Updating of configuration files

To appear January 1983.

Contents of configuration files

To appear January 1983.

Remote Hardware Control

The normal operation of each hardware module may be switched
on/off controlled by supervisor transactions.

The hardware modules include processing units (PU's), commu-
nication links, controllers and physical ports. The on/off
switching of a PU implies program load and initiation whereas
the activation/deactivation of links and ports are performed
by issuing control operations to the driver in question or
the module handling the driver.

The remote hardware control overrules any software control
and may thus interrupt current operations.

The following hardware elements are subject to remote hard-
ware control.

- RC3502C Sync.ports/multiplexers

- RC3502C Async.ports/multiplexers

- RC3502C Channel Link (FPA)

- RC3502C Processing unit (PU)

- RC8000 Channel Link (FPA).

Remote Hardware Monitoring

The operation of each hardware element which has been acti-
vated by the hardware control is supervised by the LCP locat-
ed in the software module (driver) which operates on the
hardware. The on-line hardware monitoring includes:

a) A report is generated if the status of a hardware element
changes from on-line to off-line or if the status changes
from off-line to on-line.

b) Remote hardware sense can be executed in the associated
LCP.

The following hardware elements are subject to remote moni-
toring:
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- RC3502C Sync.ports/multiplexers
- RC3502C Async.ports/multiplexers
- RC3502C Channel Link (FPA)

- RC3502C Processing Unit.

- RC8000 Channel Link (FPA).

Remote Test

The remote tests are LCP facilities which can be executed
parallel to the normal network operations.

Two types of remote tests are specified:

a) Artificial traffic tests which can be executed in addition
to the normal dataflow in the network.

b) Reliability tests which are carried out on selected hard-
ware parts of the network. These parts must be taken out
of normal operation prior to the test execution. The
actual test is performed outside the NC system.

The results of a remote test are returned to the Control
Centre which initiated the test. The following remote test
facilities are incorporated in the RC3502C terminal concen-
trator:

- Low level reliability tests (network level 2) The execution
of these tests require that the components in question are
taken out of normal oepration.

The following reliability programs are defined:

1. RC3502C HDLC reliability test.
A loop between two HDLC lines on the same RC3502C must be
established.

2. RC8000 FPA reliability test.
A loop facility is activated in the RC3502C, enabling an
RC8000 reliability test to exercise the channel connec-
tion.

- Network SC artificial traffic facilities (network level 5).
For this purpose a SC traffic generator is defined being
able to generate/repeat test patterns or to receive artifi-
cial traffic by an echo or drop facility. The module con-
nects to the SC as a normal network user.

- Network VT server traffic generator (network level 6/7).This
facility is incorporated in the X.28-SMT module and may be
activated at specified ports instead of network users.



CENTERNET 6.13

The VT traffic generator operates in one of the following
modes:

a.

Generates and repeats a test pattern which is sent to a SMT
through the network (network test).

Generates and repeats a test pattern which is sent to a
terminal connected to the port (access test).

Echoes or drops received traffic from the network (network
test).

Echoes or drops received traffic from the port (access
test).

Remote Software Control

Apart from the above mentioned control and monitoring facili-
ties, which are primarily oriented towards hardware modules,

a

number of control functions can be executed on the software

modules.

The RC3502C terminal concentrator includes:

update of X.28-SMT terminal profiles

update of receive-/transmitmasks in X.28-SMT module
update of TC table in the SC module

instructions to CNADAMM in RC3502C

setting of TS port range

restart of the DTE module

allocate/deallocate HDLC lines

activation/deactivation of test routines instructions to
the artificial traffic modules

setting of HPM port range.

The total set is outlined in Tabel 6.1, 6.2, 6.3, and 6.4.

The RC8000 Host Computer offers the following software
control facilities:

update of NCC routing table
update of NCC address table

The total set is outlined in Table 6.3.

Apart from the above mentioned control possibilities each NC
Utility can be individually controlled via supervisor trans-
actions. :
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Remote Software Monitoring

The software monitoring is somewhat more complex than the
hardware monitoring. The monitoring of a software element
(module) includes 2 types of supervisor transaction
exchanges:

1. The unlocking of the software monitoring is carried out
by issuing a supervisor command (Set NC mask). The receiv-
er address is set as specified in section 6.2.3.

2. The monitoring information is either a supervisor an-
swer or a sequence of supervisor events (triggered by an
internal event). The typical contents of a monitoring
information are error messages, reports of statistical
records, state changes or table/module information.

If the Control Centre to which a report must be sent is not
accessible the 'exception' Control Centre is chosen by the
NCP.

The following types of software monitoring information are
defined in the RC3502C Terminal Concentrator:

- reports from HDLC, DTE, TS, SC, X.28=-SMT, HPM, CNADAM, NCP,
and the SCAT modules. :

- statistics from HDLC, FDLC, DTE, TS, SC, X.28-SMT, HPM, and
the SCAT modules.

- table information from SC, NCP.

The RC8000 modules offer the following reports/statistics

- reports/statistics from the network interface modules
(NPM) .

Reports and Statistical Records

The contents of a statistic record should at least incorpo-
rate:

- counters for accumulated number of logical and physical
connections

- accumulated traffic volumes

- accumulated error rates

A report should be generated in the following situation:

- logical and physical connections/disconnections
- unsuccessful connection

- lack of resources

- error detection including hardware monitoring

- system error detection.
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The exact contents and formats are described individually for
each software module in ref. (10), (11), (12), (13), (14),
(15), (16), (17), (18), (19) and (38).

Message Broadcast

6.3.9

The broadcast facility is located in each X.28-SMT module and
can be activated/deactivated by a NC supervisor command. The
data field of this command must contain the contents of the
message (in textform) and the length is max 194 bytes.

Each time a user logs on or types the STATE command the
broadcast message will be displayed on the terminal.

Alarm Handling

6.3.10

The NC nucleus (NCC) maintains a routing table containing
information about receivers of transactions (events and
answers) and other information. One field indicates that the
received transaction should generate an alarm. This alarm is
handled by the NCT, which print a message on the main console
of the RC8000 Host Computer.

Control and Monitoring Functions, Overview

Based on the previous general description and the NC services
outlined in chapter 5 a survey of all basic control and
monitoring facilities is given in the following tables.
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Table 6.3. LCP operations.
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LCP operations.

Table 6.4.
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NC Modules

This section gives an overview on each individual NC module
put into operation at the initial state. NCC, NCP, NCT, and
NC Utilities are described.

Network Control Centre

As previously indicated, the Network Control Center is
composed of a number of more or less independent function
modules. These modules fall into three categories, the
nuceleus (NCC), NCT and NC Utility modules.

- the nucleus module (NCC):
Is defined as being the basic set of tools which is re-
quired by all utility modules and which is necessary for
a 'basic' version of the Network Control Centre.

— NCT module:
Is the human interface to the Network Control System and is
necessary for a 'basic' version of the control system. The
display unit (terminal) may be physical connected either
directly to the RC8000 Host Computer or as a normal CENTER-
NET terminal. The terminal is not absolutely necessary for
the function of the NCT.

- NC Utility modules:
Upon request a utility module is loaded and/or activated
and remains active as long as the module itself demands.
Several utility modules may be active simultaneously. Each
module occupies a specific subaddress (LCP no) in the
supervisor address format (see section 6.2.2).

According to the above mentioned rules, an internal structure
of a Control Centre is outlined in fig. 6.4.
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Figure 6.4 Internal Structure of a Control Centre.

The following modules are considered as a part of the NCC:

- BOSS Access.

Interface, which enables a supervisor transaction to be

transformed into an internal command for the BOSS operating
when an NC utility must be loaded or

system.
removed.

Is used,

Utility/Operator Access.

Presents a standard interface to the NCC. Any program may
use this interface to send and/or receive supervisor trans-
actions.

All utilities must in the connection phase identify them-
selves as an NC utility (subaddress). The interface logic
does not transform the contents of the transactions.
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- LOG.
Every command/answer/event transaction is logged on an
RC8000 disc file.

- Transaction handler.
Incoming transactions are inspected for
- validity
- alarm
- addressing
and are forwarded to the addressed ultimate receiver.

For each valid subaddress belonging to own Control Centre a
description record exists. It defines the actual destina-
tion of the transaction, and it also specifies special
actions e.g. if the transaction should generate an alarm or
not, if an utility program should be locaded or not.

The actual destination may be one of the following
modules:

- BOSS Access Module

- Operator Access Module
- Utility Program Access
- Remote Access Module

- LCP Access Module

If the receiver is a utility program which is not loaded
and connected to the NCC, a directive is forwarded to the
BOSS access module, which initiates a start of the utility
with the transaction contents as parameters.

- Remote Access Module.
Accesses the Session Control (via the NPM) and utilizes
the lettergram service with acknowlegdment. The content of
the SC address field in the transaction is used as
parameter information to the SC. The remaining content is
not used. All incoming transactions are forwarded to the
transaction handler.

- LCP Access Module.
Accesses the NI (NPM) for control and state/statistics
retrieval.

The control, whether a supervisor message must be answered or
not, 1s purely an agreement between the originator of the
transaction (in this case a utility program or the NCT) and
the receiver of the transaction (in most cases an LCP
module).

Apart from the logging, the NCC keeps no track of outstanding
answers or event.
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Network Control Probes (NCP)

The network control probe - NCP - maintains similar tasks as
the NCC, it communicates with a number of LCP's via standard
access procedures and forwards the information to a Control
Centre via the supervisor protocol. Likewise it receives
commands from a Control Centre.

The RC3502C Terminal Concentrator NCP follows a structure as
indicated in fig. 6.5.

AMX ]
%78 ST
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mlbadbadiadind 2y Remote Access
M s
.
FDLC
v
sc T4 Timer
.
LCP- Inter- Timer
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face Administration
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o 7 28 Y
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CNADAM

Figure 6.5. Logical structure and environment of RC3502C NCP.

Each LCP intercommunicates with the NCP utilizing the
primitives:

- CONNECT LCP

- DISCONNECT LCP

- WAIT MESSAGE

- REQUEST EVENT BUFFER

- WAIT EVENT BUFFER

Each supervisor transaction which passes the NCP and which
originate from one of the LCP's is time-stamped before sub-
mission to the Control Centre.
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If the NC transaction specifies an automatic reporting to the
Control Centre (e.g. statistics each 5 minutes) the NCP is
responsible for repeating the operation.

NCT Handler (NCT)

This module forms the network operator access to the NC
system.

The NCT handler is able to function correctly, i.e. receive
and log all incoming supervisor transactions, without
requiring a network operator.

The facilities being offered by the NCT handler reflect the
functions available at each NCP/LCP location in the network,
i.e. the NCT handler is able to create and send any super-
visor transaction and is likewise able to receive any super-
visor transaction.

Furthermore the NCT maintains the following files:

COMFILE: Supervisor transactions with predefined J
contents. The transactions may be collect-
ed in groups and the NCT can, in one
command, be requested to submit a group.

DESFILE: field descriptor file for every defined
supervisor transaction.

LCPFILE: is organized a three logical files. An
addressfile containing the relation
between LCP names and absolute LCP addres-
ses. A namefile containing the relation
between transaction names and transaction
codes . And a statfile containing a
status text per status bit per LCP.

- NCTLOGFILE: used to log all submitted and received
transactions.
- OPEFILE: user catalog containing usernames with

passwords and each users access rights.

The generation of supervisor transactions can be done in
three ways:

a) All information required for a transaction is keyed
in/modified by the network operator. The generation 1is
controlled by the NCT Handler. After the creation of the
transaction it can be either sent directly to the NCP/LCP
location indicated, or it may be stored in the NCT
COMFILE.
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b) The transaction is retrieved from the NCT COMFILE. The
operator may specify two actions:

1. The transaction is sent immediately to the NCC for pro-
cessing.

2. The transaction contents are displayed on the network
control terminal, and further control is carried out by
the NC operator (as specified in a).

c) The NC operator specifies a transaction command group to
be executed. This implies that a sequence of supervisor
transactions will be retrieved from the NCT COMFILE and
sent to the NCC for execution without NC operator
interventions.

During initialization of the NCC system the NCT Handler
automatically executes a command group.

The receival of supervisor transactions will provoke the
following actions to be performed:

a) if the alarm indicator is set, an alarm is printed on the
main console.

b) log of the transaction in the LOGFILE.

c) display of the transaction, if the display unit is con-
nected and according to the actual filter.

The display of supervisor transactions invokes an interpreta-
tion according to the following rules:

a) With the values of LCP address/OPER/TYPE as index a
message text is read from a text file.

b) If the transaction user field contains data, these will be
supplied to the operator output text according to specific
rules.

The NCT operator output is always written (in text form) on
the operator log, whether a display unit (terminal) is
connected or not. All received supervisor transactions are
time stamped. The NCT operator may specify a filter, which
reduces the information displayed:

NCT filter:

Alarm messages only.

All messages.

Nothing (NCT disconnect).
Only communication with a
chosen LCP address.

BN
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5. A specified transaction type /
transaction.

In case the NCT has not been connected or if a review on the
NCT messages is required, the NCT operator may request a spe-
cified lookup in the operator log LOGFILE.

The NCT handler contains a log-on and password mechanism
which enables the enforcement of competence areas of each of
the NCT operators and may also prevent unauthorized access.

The NCT is also used in connection with the Overview System.
The logical overview files generated by the NC Utility Over-
view can be accessed from the NCT as specified in section
6.4.6.

6.4.4 Remote Load Utility (RLU)
To appear January 1983.
6.4.5 Event Collector (EC)

The Event Collector is an NC Utility which is able to receive
all hardware/software monitoring information reported by the
LCP's. The start of the reporting mechanism at a given LCP is
initiated by the NCT operator or by default, and the operator
communication, which is required by the Event Collector
itself, is also performed via the NCT.

The Event Collector maintains and updates the event file:
- EVENTFIL

The above mentioned file is not identical to the NCC log
file, but can be considered as filtered/processed information
retrieved from the reports produced by the LCP's.

The reports contain events information and originate from the
following RC3502C terminal concentrator locations:

- HDLC driver

- FDLC driver

- Async driver (IMS)
- Host Interface
- DTE

- TS

- §8C

- X.28-SMT

- CNADAM

- NCP

- SCAT modules

and the RC8000 module:

- NPM
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The reports received from the network components are normally
all processed.

Overview System (OVIEW)

The Overview System is an NC Utility, which is able to at
regular time intervals to request retrieval of information
and to receive reports from the LCP's.

Based on this information a number of overview files are
generated. The intention of the overview files is to present
extracts and processed information appropriate for presenta-
tion to the network management.

The updating of these files must be performed at regular time
intervals (e.g. every 3 minutes). The logical files is saved
in one RC8000 disc file.

The display of the logical files is handled by the NCT
utilizing the overview supercommand. For all files it is
possible to request a lookup, which either displays the last

records or displays all records in a specified time interval.

Alternatively the line printer can be choosen as output
medium.

The overview files include: ¢

- Terminal Concentrator overview.
Number of active TC's, current number of users, current
number of X.25 active VC's, number of fatal errors, CPU
utilization

- Transport Station overview.
Current number of X.25 VC's and users active. Current
number of liaisons. Number of fatal error. Average
throughput.

- Host Interface overview.
Current number of users. Number of fatal errors.
Average throughput.

- Session Control overview.
Current contents of SC port table.
Accumulated number of connections and disconnections.
Number of abnormal disconnections.

- Scroll Mode Terminal overview.
Current number of opened ports.
Current number of terminals.
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Accumulated number of successful/unsuccessful connections
and disconnections.
Average throughput.
Figure 6.6 illustrates the information flow to and from
the Overview system.
ov
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Figure 6.6. Transaction flows to/from the Overview system.
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CENTERNET TERMINAL SUPPORT

Basic Structure

The individual terminal modules have access to the Session
Control, and are located together with SC in the RC3502C.

Each module makes use of the Session Control's network con-
nection mechanism and data transfer service, even if the con-
nection is to an attached host, so the connection is "local".
I.e. the modules do not directly use the Host Interface.

For each type of attached devices (different terminal types,
remote printing station etc.) or functions (file transport,
remote job entry) a dedicated module exists as indicated on
figure 7.1. These modules may share the necessary drivers.

RC3502C
C Async. driver Sync. driver
-
R .
E.g. X.28
file 11 22z | 222 ttt [ttt
trans- 3 NM- | SM- SM- |DEM
port VT VT | VT vT |VT
e = = d - = SEEIEL SR
1' |
) \ ; 1
' 1 1 ! =3
\ | ' ! Session
] ' E ! Control
| f [l
[ | ¥ '
. I ' :
Transport
Staticn

MM : Native mode
SM : Scroll mode
DEM : Data entry mode

Figure 7.1 Logical structure of CENTERNET Terminal
Concentrator
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The X.28 - Scroll Mode Terminal supports connection of physi-
cal terminals, being start-stop (or asynchronous) terminals,
to CENTERNET. In ref. (3) the control characters the terminal
shall be able to support are described. The terminals are
connected by an X.28-like interface and the communication
through the network is based upon the Scroll Mode part of the
CENTERNET Virtual Terminal Protocol, as specified in section

Each physical terminal will occupy one port and this port is
used to identify the terminal throughout the total network.
The module uses the Session Control (section 5.5) for esta-
blishment of a session through the network and for exchange

The next five sections give a general overview of the func-
tions, the access and service interfaces, network control
service, and a logical structure of the module. A detailed
description and implementation specification are given in

7.2 X.28 - Scroll Mode Terminal
5.6 and ref. (2).
of data.
ref. (3).

7.2.1 Functions

As explained in section 5.6.1 a Virtual Terminal consists of
a set of components. The following components constitute the
X.28 - Scroll Mode Virtual Terminal.

presentation unit : hard copy unit or screen operated in
scroll mode,

data structure : an infinite number of lines with
character positions (scroll mode as
defined in VTP, ref. (2))

keyboard : as defined in VTP ref. (2) with added
control functions for local communi-
cation

alarm device : bell

connection control : implemented by the Session Control

auxiliary devices : none

A detailed description can be found in ref. (3), but some
remarks will be made here.

The keyboard is intended for entering of data and commands,

either local commands or network commands. The commands take
form of texts or function keys. A command belongs to one of

these four groups:
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- data path control
parameter setting
virtual terminal control
- information request

The virtual terminal keys are implemented either as a command
or as a function key. The commands and keys are described in
section 7.2.3.

No auxiliary devices are supported by the X.28-Scroll Mode
Terminal. I.e. it is not possmble to assign other devices
than the presentation unit in the VTP, but an other input
device (e.g. a paper tape reader) can be used if the switch-
ing is doné manually. It is possible because the X.28-like
interface supports flow control on input using the ASCII
characters DCl and DC3.

The above described X.28-Scroll Mode Terminal supports the
following facilities:

- automatic speed detection

- establishment and removal of
network connection (sessions)

- selection of a parameter profile
within a limited set

- setting of individual parameters range

- changing of parameter values in the
VTP during a session

- setting of a initial terminal profile
by network control interaction

- and naturally data and attention ex-
change between a terminal and a server.
A server is either an other terminal or
an application.

Session establishment and removal

A terminal is logged on raising the carrier and issuing a
number of carriage returns (CR=0/13) allowing for speed
recognition in case this is indicated by the parameter
X.28-SPEED, ref. (3). When the speed of the communication
line is determined, the system will respond with a local text
message.

CENTERNET

PORT <own port id>
<broadcast if any>
<date> <time >

The terminal is now in a local connection state.
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An initial terminal profile is set as part of this local con-
nection. The initial terminal profile may be changed by the
network control.

Whether or not a text shall be output to the terminal is con-
trolled by the parameter X.28-SERVICE SIGNAL SUPPRESSION.

Normal session establishment

In the local connection state, the operator can set para-
meters ranges and read parameters values (section 7.2.1.4 and
7.2.3) Furthermore a Selection Command may be issued to esta-
blish a session between the terminal and a server. The format
of the Selection Command is given in section 7.2.1.2.

When a session has been established, the following text is
output to the terminal

PORT <own SC port no> AT <TC-adr> CONNECTED TO
PORT <SC port no> AT <destination>
<date> <time

The terminal is now in the data transfer state. All inputs
are -considered as data, commands has to be preceded by an
escape character (DLE=1/0).

Session removal

To terminate a session the 'clear request' command (CLR) must
be issued. When the session is removed a text is output to
the terminal

TERMINATION ACCEPTED
<date> <time >
or
ABNORMAIL TERMINATION {cause >
<date> < time>

The latter is used if an error has occurred during termina-
tion.

Now, the terminal is again in a local connection state, and
it is possible for the operator to initiate a new session.

The local connection is removed when the carrier is turned
off.

Auto establishment of a session

Being in the local connection state a terminal may receive a
request for connection, either from an other terminal or from
a host.
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The action taken in the two cases is different and the termi-
nal will end in two different states.

Terminal request

If the request is accepted, it is answered and the text

AUTO CONNECTED

PORT <own SC port> AT <TC adr>
CONNECTED TO

PORT <SC port> AT <destination>
<date> <time>

READY

is output to the terminal. The auto connected terminal
will act as a simple server, and is at start in send mode
(the other in receive mode), so the operator of the auto
connected terminal has the possibility to refuse the con-
nection manually by issuing a 'clear request' command.

Application request

If the request is accepted it is answered and the text

AUTO CONNECTED

PORT <own SC port> AT <TC adr>
CONNECTED TO

PORT <SC port> AT <destination>
<date> <time>

is output to the terminal. The auto connected terminal is
in receive mode.

l7.2.1.2 Format of Selection Command

The Selection Command consists of two parts, of which one
always shall be present. It is possible to use abbreviated
addresses, indicated with a point. The two parts are separat-
ed by a comma.

'—l

<destination>
Receiver ident ::={ <destination>, <network application
, <network application>

. (1
<destination> ::=¢ . <name> (1.
d-address (1
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1
. (2.1)
network application ::={ . <name> (2.2)
n-address (2.3)

1

(1.1) default destination

(1.2) abbreviation for a destination known by keyword.
<name> 1is at most 10 graphical characters of the
IA5 alphabet except ',' (2/12) and 'SP' (0/12)
(ref. (3)).

(1.3) full destination identification.l-11 digits

(2.1) default server

(2.2) abbreviation for an application known by keyword
At most 10 characters as (1.2)

(2.3) full application identification. 1-5 digits.

The following three Selection Commands will give the same
result (are equal), default destination and default server

1 1 ! ¥ [}
° ’ L] r 7. .

7.2.1.3 Data exchange

Input from terminal

In the data transfer state inputs belonging to the character-
set (VTP parameter character-set) are considered as data
except the "data forwarding" signal. A number of other con-
trol characters may be excepted as they can have special
functions depending on the parameter values.

The escape character indicates, that the succeeding text is a
command (section 7.2,3).

The physical terminal sends the two characters, X-ON, X-OFF,
to the TC to control the output to the physical terminal
(output flow control, ref. (3)).

All data input characters are entered into the data struc-
ture, which is sent in blocks to the server every time a
'data forwarding' signal is received from the terminal. Four
other events may cause transmission of the data structure.
These are described in ref. (3), section 2.3.3.

The operator may select the character he intends to use as
'‘data forwarding' signal. Two possibilities exist, either CR
(0/ 13), or any character belonging to column O or 1 or DEL

} (7/15). The parameter X.28-DATA-FORWARDING (section 7.2.1.4)
indicates the chosen representation.
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Quput to terminal

All characters received from the server in text blocks are
output to the terminal without any changes. The control pri-
mitives CR and NL are changed to the characters CR and CR,LF,

respectively. Every time CR or CR,LF is output to the termi-
nal, a number of padding characters are output too. The para-
meter X.28-PADDING indicates the number.

The two characters DCl and DC3 are output to the terminal for
input flow control purpose (ref. (3)).

Furthermore a number of service signals are output to the
terminal, either as a response to a network event or as a
response to an operator command. The output of the service

signals is suppressed if the parameter X.28 - SERVICE SIGNAL
SUPPRESSION indicates so. The individual service signals are
described in ref. (3), section 2.6

Interrupts

The two types of interrupts (CLEAR, ATT) are both supported
by the X.28-like interface.

ATT(1)

ATT(2)

ATT(15)

CLEAR

is ignored when received and sent
as part of the break-action or as
a result of the INT command.

is output to the terminal as a
'BELL' (0/7) when received and

sent as part of the break-action
or as a result of the INTD command.

is ignored when received and sent as a result
of the XPARAM command.

will cause the text 'REMOTE RESET' to be out

put to the terminal when received and is sent
as part of the break-action or as a result of
the RESET command.

The break-action is one action among a set of defined
actions, performed when a break-signal is received. The ope-
rator is able to select which action to be performed. Five
possibilities exist:

(1) take no action

(2) send an ATT(1l) to the server

(3) reset the dialogue, i.e. enter the clear
phase by sending a CLEAR to the server
and clear the virtual data structure

(4) send an ATT(2) to the server
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(5) leave the data transfer state and enter a state in
which commands may be issued (perform the escape
function).

Different kinds of dialogue

If the communication is between two terminals only minor
changes are needed. The 'server' terminal will have to begin
and end every text message output to the terminal with LF
(0/10) and place a NEW LINE in front of and after every text
message sent to the other terminal.

7.2.1.4 Terminal parameters/profile

Each individual terminal is characterized by a profile. The
profile is defined by a value for each of the parameters
defined in the VTP and the X.28-like interface.

The protocol and the interface provide means for both the
operator and the server to set and change the parameters
according to a specified set of rules as defined in ref. (3)
in details. The server can only change the VTP-parameters,
whereas the operator can change both the VTP-parameters and
the X.28 parameters according to the following class
definition.

The parameters can be divided into three classes:

(1) parameters that may be changed before and during
the session without involving the server. These
parameters are only significant for the X.28-like
interface, and is only known by the operator, who
can set the parameter to a specific value.

(2) parameters that may be changed before and during
the session. During the session the server is
involved in the changing. These parameters are
significant for both the X.28-like interface and
the VTP. The operator can specify a range for para-
meters and the server chooses the value inside this
range.

(3) parameters that can never be changed by the opera-
tor. Parameters only significant for the VTP and a
few X.28-1like interface control parameters, such as
speed etc.

In the VTP the following parameters are defined (section
5.6.1.3):

- terminal mode class 2
- -addressing capability class 3
- 1line - discrete class 2
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- character - set class 2
- attribute capability class 3
and the following is added:
- X.28-PAD RECALL class 1
- X.28-ECHO class 1
- X.28-DATA FORWARDING class 1
- X.28-IDLE TIMER PERIOD class 1
- X.28-INPUT FLOW CONTROL class 1
- X.28-SERVICE SIGNAL SUPPRESSION class 1
- X.28-BREAK - ACTION class 1
- X.28-DISCARD OUTPUT class 3
- X.28-PADDING class 1
- X.28-SPEED class 3
- X.28-0UTPUT FLOW CONTROL class 1
- LINE WIDTH class 1
- LINE FOLDING class 1

The parameters and their possible ranges and values are spe-
cified in details in ref. (3). '

Access to Session Control

The X.28-Scroll Mode Terminal (X.28-SMT) uses the service
offered by the Session Control to establish and remove ses-
sions and to exchange data to and from the server.The access
equals the one described in section 5.6.2, so only a short
overview will be given in this section.

Connection/disconnection to network (local)

OPEN,

parameters

term-id : symbolic port id (includes physical port
no)

func : 0 } details please

port : not used see section 5.5.4

receivemask : please refer to section 5.5 and 7.2.4.1

Return : result, actual SC port no.

CLOSE

parameters :

port : own port

func : 3

Return : result
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Establishment/removal of a session

CONNECT-REQUEST

parameters
port
transmitmask
class
receiver

user data

o8 ®0 g4p os 0

own port

please refer to section 5.5 and 7.2.4.1
terminal class

symbolic or absolute address of
receiver

indicates call from a VT

Return : result, receiver absolute address,
received user data

DISCONNECT- REQUEST

parameters :

port : own port

cause : VTP disconnect reason transferred to the
other part

Return : result, responded cause

EVENT-CONTROL

parameters
port

Return

" e

CONNECT-ACCEPT

parameters
port
user data

Return

.
.

own port

result, session establishment/removal
indication, user data. If session esta-
blishment, user data must indicate
whether a VT or a VT server is calling.

own port
vT if the caller is a VT server, other-
wise VT server.

result.

DISCONNECT-ACCEPT

parameters
port

cause
Return

ABORT

parameters
port

s es e

LL] (1)

own port
VTP disconnect reason.

result

own port
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cause VTP aborting reason

Return result.

Data transfer

RECV-LI

parameters :

port : own port
Return : result, data
SEND-LI

parameters :

port : own port
data : VTP data
Return : result

These two are used to transfer VTP connection commands, VTP
text, control, and param blocks. The size of the buffers
depends upon the size of the data structure.

RECV-TG

parameters :

port : own port

Return : result, 1 octet data
SEND-TG

parameters :

port : own port

interrupt

data : 1 octet data

Return : result

These two are used to transfer interrupts (CLEAR, ATT(n)).

X.28 - Scroll Mode Terminal Service

The X.28-Scroll Mode Terminal Service interface consists of a
set of commands and function keys offered to the operator of
the terminal. An overview of the commands and the keys are
given in this section and a detailed description may be found
in ref. (3).

The command set and the keys cover the needs for establish-
ment/ termination and control of a dialogue, for setting the
terminal profile parameters range/value, for getting status
information and for operating on the virtual data structure.
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A total of thirteen commands is defined and these commands
can be divided into groups using two different classification
criteria:

(1) whether the command requests a
response or not

(2) the type of function the command
performs:

dialogue control (type 1)
parameter setting (type 2)
virtual terminal control (type 3)
information request (type 4)

Two types of function keys are defined, a break-action and a
data forwarding action.

The different commands and function keys are acknowlegded by
a service signal, ref. (3).

7.2.3.1 Commands of Type 1

This group consists of commands used to control the dialogue,
. including the commands used to initiate and terminate the
session. A total of six commands are defined:

Selection Command

to initiate a session. For further details, please refer to
section 7.2.1.2.

CLR
to terminate the session.
INT

to transmit an interrupt (ATT(1l)) to the server. This inter-
rupt will not interfere with the normal data flow.

INTD

to transmit an interrupt (ATT(2)) to the server. This inter-
rupt will not interfere with the normal data flow.

PLEASE

to request the server to give over the turn.
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RESET
to clear the data structure and interrupt the dialogue. This

interrupt is a VTP-CLEAR function and works as described in
ref. (2).

7.2.3.2 Commands of Type 2

In this group all commands used to set and change parameters
are gathered. The different parameters are described in sec-
tion 7.2.1.4.

In the two commands, SET and SET? a list of parameter refe-
rences and ranges/values are needed. The formal definition of
list is:

. ¥
dist> ::=({<param spec>){, <param spec%}

0
garam spec> ::= <reference> : {<value> l <range{}
<«alue> is a decimal representation of the wvalue
aange> is the decimal representation of a byte, where a bit

set to 1 indicates that the corresponding value is included
in the range.

PROF <profile id>

to select a profile within a limited set. The <profile id> is
a number identifying the selected profile.

SET dist>

Py to set the range/value of the specified parameters. <list> is
defined above. Whether it is a wvalue or range depend upon the
type of parameter (please refer to section 7.2.1.4).

Example: SET 3 : 1, 24 : 5

sets parameter 3 to the value 1 and the range of parameter 24
is set to include two possible character sets.

SET? <list>

to set the range/value of the specified parameters and to
list the value and range of the parameters. <list> is defined
above. See also SET.
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Example : suppose parameter 3 has the value 1 and parameter
24 the value 4 and the range 4.

SET? 3 : 2, 24 : 5
will set parameter 3 to the value 2, the range for parameter
24 to 5, and output the text
PAR 003 : 002, 024 : 004 (005)
XPARAM
causes that ATT(15) is sent to the server. As a conseguence
of receiving ATT(15) the server may initiate a parameter

negotiation phase, but it depends on the server.

Commands of Type 3

7.2.3.4

This group defines commands used to operate directly on the
virtual data structure. At present only one command is
defined.

NL

to issue a virtual new line.

Commands of Type 4

7.2.3.5

This group consists of commands used to retrieve informa-
tion.

PAR? <list>

to list the current value and range of the specified para-
meters in the profile. <list)> is either empty or consists of
parameter references. If empty, the value and range of all
parameters are listed.

STAT

to request the status information regarding the session, and
to retrieve any pending broadcast message.

Function keys

As mentioned above two types of function keys are supported,
break and data forwarding. Data forwarding is explained in
section 7.2.1.3.

Only one break key exist, but may activate different func-
tions. The function actually performed is specified by the
'break-action' parameter (section 7.2.1.3).
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Network Control Service

71.2.4.1

The X.28-Scroll Mode Terminal communicates with the NCP for
control and monitoring purpose. The X.28-SMT provides a ser-
vice interface for the NCP to support the needed functions.

As explained in section 5.6.4 five main primitives are
defined.

They are used to support the control-,monitoring-, and broad-
cast functions of the X.28-SMT.

The exact format and the detailed content for each individual
function are described in ref. (14). The next three sections
give a general description of the functions.

Control Functions

The service interface provides means for the NCP to set the
initial terminal profile, to set the initial value of SMT
parameters including the default VT server, to set the
receive/transmitmask, and to open/close AMX ports.

Receive/transmitmask:
SET USER MASK

sets the receive- and transmitmask as explained in section
5.5.1

Terminal profile setting
SET TERM PROF

sets the initial terminal profile. A parameter may either be
set to a value or to a range . For parameters of class 2 and
3 a range is set and for class 1 a value.

SET INIT

is used to set the initial value of various parameters of the
X.28-SMT module including the TC address and symbolic port
name of the default VT server.

OPEN AMX PT

used to open a specific port (physical port) on the AMX.
A port can be closed again using the command

CLOSE AMX PT

The NC may activate/deactivate the monitoring functions. I.e.
the NC can indicate to the module whether statistics shall be
performed or not and which reports that shall be logged. A
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mask indicates this and the NC can set this mask utilizing
the command

SET NC MASK

7.2.4.2 Monitoring Functions

The X.28 Scroll Mode Terminal supports three different
monitoring functions.

- event (reports)

- sense (immediate state/status)

- statistic

REPORTS
EVENT, event-type, event-inf.

By return the fields contain the information

- event-type identification of the causing event.
- event-inf further information concerning the
event.

The following events will trigger the report function:

) network connection failure

) terminal connected

) terminal disconnected

) network session established

) network session disconnected.

(1
(2
(3
(4
(5
SENSE
The SENSE operations are used to get either an immediate
state or an immediate status for the whole module or for a
connection of a terminal.

The following operations are supported:

SENSE SMT
SENSE PT

STATISTIC

The STATISTIC operations are used to retrieve statistical
information concerning either the whole module or a terminal
connection.

The following operations are supported.

GET SMT STATIST
PT STATIST
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Broadcast

Every time a terminal has established a local connection a
broadcast message is included in the network identification
output to the terminal. The broadcast message may also be
retrieved using the STATE terminal operator command. The
broadcast message is set by the NC. The total text length of
a broadcast message can not exceed 194 octets.

BROADCAST, text length, broadcast text

the broadcast text replaces an earlier issued broadcast
message.

7.2.4.4 Artificial Traffic Generator
In section 6.3.4, Remote Test, a VT server traffic generator
is defined. The generator is incorporated in the X.28-SMT and
is controlled from the NC. The NC can start and stop the
generator and specify in which mode it should operate,and
which traffic type it shall generate.
Two NC operations are provided for this purpose.
START GEN, mode, own-pt, own SC port id, dest-address.

starts the generator in the mode spe-

cified (mode see section 6.3.4).

If local traffic is to be generated

the X.28-SMT module awaits connection

of a terminal at the port own-pt,

whereas in the network traffic case

the X.28-SMT module either connects to

the local SC port, own SC port id, and

establishes a session to the remote SC

port, at dest-address or sets up a net-

work port, own SC port id, and awaits

at this a remote session establishment

request.

STOP GEN
stops the generator. The network port -
or the local port connection is removed.
7.2.5 Logical Structure

The X.28 - Scroll Mode Terminal Module is build as a number
of submodules each managing a specific set of functions.
Figure 7.2 shows the structure.
The 'asyn-driver' is a driver servicing an AMX asynchronous

multiplexer.
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The Connect-Control module is a kind of a watchdog all the
time polling the physical ports not yet locally connected to
check if the status of the carrier is changed. When the
carrier is raised, the module will determine the actual speed
of the communication line, requiring the terminal to go on
sending the character CR (if indicated by the X.28-SPEED
parameter, section 7.2.1.1) until recognized. When determin-
ed, a local text is written, indicating that the terminal is
ready.

The X.28 Status Control and Terminal Command Handler takes
action every time a Terminal Operator Command 1is received.
The module interprets the command and either it informs the
VTP handler Module or it itself performs the needed actions.

EERENEE

Async. driver

X.28 X.28
User data Status Control
and
input and Terminal C 3
output Har I

Session Control

Fig. 7.2 Structure of the X.28 - Scroll Mode Terminal.

The VTP handler manages the communication to the server
according to the "elements of procedures" in the VTP.
Furthermore this module handles the SC access.

The X.28 User data input and output accesses the asyn-driver
and routes the data between the driver and the VTP handler.

The interface to the NCP is supported by the Supervisor and
NCP interface module. Furthermore this module controls the

existence of all other modules forming the X.28 SMT module.

-
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The CENTERNET transportation service is offered by the ses-
sion layer as a user service. The Session Control Modules is

Above this service level the different presentation and user
levels are implemented. According to chapter 3 these levels
are represented by a number of independent terminal and
application interfaces, each with specific characteristics
(file transport protocol, remote printing protocol, scroll-
mode virtual terminal protocol, data-entry virtual terminal

8. CENTERNET RC8000 HOST INTERFACE
8.1 Basic Structure
located in the RC3502C TC.
protocol, gateways to other networks, etc.).

All of these interface modules rely on the same SC service.
Consequently a host interface offering all services of the
transport system should be based on the same service level.
This is illustrated on fig. 8.1.

OO0

] e N
|
appl. 2 /// """""" .l_ﬂl
i}
i)

Figure 8.1 Principles of Host Interfacing.

The RC8000 HI in CENTERNET consists of the following parts:
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- Channel Link (CL)

The modules FDLC (in RC8000 and RC3502C) implements the

channel protocol:
Control.

- Host Port Logical

Front-End Processor Adaptor Data Link

Channels (HPLC)

The modules HPM (TC) and NPM (RC8000) implement the host
port protocol (HPP) which is applied for each logical

channel.

- TC Host Interface
Interconnects the

The service offered

- Access primitives
(NI) offering the

Mapping (HIM)
HPLC with SC ports.

to RC8000 users include:

from internal processes to Net Interface
service of SC

- Adaption to RC8000 operating systems enabling applications
to communicate with X.28/SMT. This adaption is performed
via the RC8000 Scroll Mode Mapping (SMM) Module, which

converts the X.28-

formats.

Channel iink

SMT terminal formats to RC822 standard

The channel link and the associated link protocol - FDLC -
constitute the low level transportation service between two
computers connected via a high speed, full duplex, parallel
datachannel (fig. 8.2).

or. .
ttey Data > Receiver

Receiver

- Status
< Data Trans-
Status mitter

Figure 8.2. Logical structure of channel link.
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Datablocks of any size can be transferred. The reverse sta-
tusindication consists of one byte. The following gives a
short discription of the FDLC protocol elements (further

The protocol is based on the exchange of Transmission Units
(TU). A TU consists of a startbyte followed by a number (at
least one) of data bytes.The receiver of a TU will return a
statusbyte which specifies the result of the transfer and

indicates that the receiver is ready for the next transfer.

The startbyte, databytes, and the statusbyte each occupie 8

The protocol assumes that the users exchange information in
form of blocks. A block may be transmitted as a number of
TU's. Error detection and correction mechanisms refer to

It should be noted that though division of a block into a
number of TU's resembles the functions of packet switching .
the mechanism in the FDLC protocol is more simple. Each TU
(i.e. packet) must be acknowledged with a statusbyte before

Error detection is based on a parity checking mechanism per-
formed by hardware. A parity bit is added to each transmitted
byte and is checked by the receiver. Error correction is

Retransmission of a TU is detected by a TU number which is
added to each TU. This number counts modulo 2, which means
that only one TU may be outstanding waiting for acknowledge.

information can be found in ref. (6).
8.2.1 Transmission Elements
bits.
8.2.2 Blocks
TU's.
the next is transmitted.
8.2.3 Error Detection and Correction
based on retransmission of the erroneous TU.
8.2.4 Transmission Unit Identification
B.2.5 Flow Control

The flow control is based on the assumption that the users of
the protocol should in general always assure that a buffer is
ready in which to receive data. If a buffer is not always
present, the time in which the FDLC handler is without a
buffer should be short compared to the time which will cause
retransmission of a block.
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The flow control is implemented by means of the status byte
in the following manner:

A status byte is not returned until a buffer is ready
for reception of a new (or retransmitted) TU.

This means that if the FDLC handler stores a received text-
block in the last buffer from the user, it will not return
the status byte until a new buffer is present.

In case this exceeds the timeout value of the transmitter, a
retransmission, will take place. This will, until a buffer is
ready, terminate immidiately because no input operation is
present at the receiving end.

Formats

All Transmission Units are preceded by a startbyte with the
following information:

Block type

TU number

TU number is the number of this TU (modulo 2)

: User data
not used
Master Clear information
Not used

Blocktype

w N =O

a0

A statusbyte is returned, when a TU has been received. It
indicates whether the TU was received correctly or whether
an error occured.
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A statusbyte has the following format:

l Block size error

Parity error

Parity error indicates that the parity checking mechanism

indicated an error for at least one of the characters
received.

Block size error indicates an overflow in the user buffer, in

which the textblock should be stored.

Master Clear Blocks

A master clear block is used to synchronize the two ends of
the transmission line. It is used after initial load and as a
restart after an irrecoverable error.

Transmission of a master clear block shall cause the block-
number counters to be reset and the receiver of a master
clear block must return a zero statusbyte.

The master clear block carries no data.

The service offered by the FDLC modules is very similar to
the service offered by the HDLC driver modules. In the
RC3502C the FDLC can be replaced by a HDLC line, without any
software changes.

Ref. (6) outlines further details regarding the FDLC proto-
col, and ref. (41) describes the RC3502C FDLC user
interface.

Host Port Protocol (HPP)

The primary purpose of HPP is to enable different independent
users, the Subscribers (SB), to share the same Channel Link.
Thus a number of individual, bidirectional dataflows are mul-
tiplexed on one link offering both addressing, flow control
and security primitives (Fig. 8.3).
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Host Port Logical Channel (HPLC)

(::::::::AR Channel Link (CL)
——

e
HPP
— ol

X

Figure 8.3. Multiplexing scheme of HPP.

As described earlier the FDLC offers a safe and sequential
transportation service with retransmissions in case of tran-
sient channel errors.

Thus the HPP must offer addressing and flow control facili-
ties in order to perform multiplexing on the FDLC.

The following gives an overview of the major HPP primitives.
For a detailed description please refer to ref. (5).

The HPP service modules, i.e. the RC3502C HPM and the RC8000
NPM, identifies independently each active port with an 16 bits
integer, ADDRESS. During the establishment of a HPLC (OPEN)
each module allocates a free port address and uses these
afterwards as reference in the block transported until the

8.3.1 Host Port Addressing
HPLC is closed (CLOSE).
8.3.2 Flow Control

A credit and a sequence numbering scheme is applied for flow
control.

The sequence numbering of block is performed modulo 256 and
is used in order to identify blocks in different states in
the transport across the host interface.

These states are:

- blocks not sent and for which no credit is given
- blocks not sent for which credit has been given
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- blocks sent for which no acknowledge has been received (An
acknowledge is returned by the receiver if the block has
been processed, the term, 'Processed' being defined expli-
citly, see 8.4.1)

-~ bloks sent and acknowledged.

The receiver signals a credit value to the transmitter indi-
cating the space of free buffers reserved for the port in
question. A credit of 1 corresponds to a single buffered ope-
ration, a credit of 2 corresponds to double buffered opera-
tion, etc.

In order to accomplish the above mentioned functions follow-
ing variables are used:

CREDIT: Refers to permission to transmit blocks beyond the
one last acknowledged. The receiver regulates the
CREDIT value according to available resources.

YOUR This variable is signalled from receiver to trans-

REFE- mitter and is the sequence number of the block being

RENCE: acknowledged, including all earlier blocks not yet
acknowledged.

MY This variable is signalled from transmitter to rece-

REFE- iver together with user data and indicates current

RENCE: reference. An upper limit for MY REFERENCE is the
sum of the values of CREDIT and YOUR REFERENCE last
returned from the receiver.

The receiver end (HPM or NPM) implements a strategy in using
the flow control primitives.
This strategy should incorporate:

- The calculation of CREDIT values should only be based on
safe resources, i.e. once a CREDIT value has been given it
cannot later be reduced.

- The calculation of YOUR REFERENCE should be based on the
condition that the block has been finally processed, i.e.
transferred across the network without errors allowing the
originator of the block to proceed (within the credit).

- If the sequence number (MY REFERENCE) of a received block
is within the last acknowledged, or if it is beyond the
receiver credit, it should be considered as a duplicate.

Other application of the HPP may chose different strategies.
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In order to separate between different types of information
being transferred each block is marked with a command,
OP-CODE, which identify actions to be performed by the

OP-CODE contains 8 bits with the following meaning:

= 1, immediate acknowledge, i.e. the acknowledge
is given as soon as the letter has been
passed to the subscriber.

= 0, acknowledge is given when credit is

8.3.3 Transport Commands
receiver of the command.
bit O: R-bit:

raised.
bits 1 and 2:reserved for

bit 3: zZero
bits4-7: 0000: LT -
0001: ACK -

0010:
0011: INIT -
.0100: TERM -

0101:

1111:

8.3.4 Format of HPP blocks

future use.

normal textblock with acknowledge
acknowledgement only

not used

host port initialization (OPEN)
host port termination (CLOSE)

not used

Related to the previous definition the general format of a
block being transferred by the Host Port Protocol is defined

as follows.
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Y Bits Byte
) F-——-—-———=---- 1
FOLC H |
i
header L o e e e e o
i
ir 16 TEXT LENGTH 2
16 DESTINATICN PORT ADDRESS 4
16 SOURCE PORT ADDRESS 6
HPP
header 8 OP=CODE 7
8 CREDIT 8
8 | YOUR REFERENCE 9
8 My REFERENCE 10
16 MODE 12
X
1 USER TEXT ;IL’
| (less or equal 2000 bytes).

Figure 8.4 Format of HPP blocks.

Initialization (OPEN)

A creation of a Host Port Logical Channel is initiated by the
NPM.

A normal HPP block is passed from the NPM to the opponent,
identifying

- own port address
- initial credit wvalue

Furthermore a number of parameters is passed, following the
block:

- Name of originating subscriber (10 alphanumeric
characters)

- Name of opposed subscriber (- )

- Parameter to SC port open (see 8.4).

The parameters of the OPEN primitive are passed to the oppos-
ed subscriber which processes/evaluates the parameters before
accepting the OPEN command. Herafter a similar command is
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submitted back to the NPM confirming the initialization, and
stating the address and resources of the opponent.

If, for some reason, an initialization cannot be accepted by
the opponing end, a termination command will be returned (se
8.3.6).

Please refer to fig. 8.5.

Termination (CLOSE)

Both the NPM and HPM may terminate the HPLC. The parameters
are transferred back and forth:

- termination code
- current values of Your Reference and My Reference.

Fig. 8.5 shows the initialization-termination scheme in the
form of a state diagram.
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SB Request
(Send INIT)
INIT INIT
received received
) SB Request
(Send INIT)

TERM received

(Send TERM)

SB Termination or time out

or parameter disagreement.
1;2 > 3
(Send TERM)

TERM received

(Send TERM)

(3> Time out >@

Figure 8.5 Initialization and termination of a Host Port
Logical Channel.

Exchange of Supervisor Information

In respect to the HPP supervisor blocks are regarded as nor-

mal datablocks which may be intermixed with the normal data-
flow.
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They are normally used to identify special type of informa-
tion being exchanged between the two HPP users (cf. section
8-4) .

Access Primitives to HPM and NPM

Initialization/Termination:

OPEN HOST PORT (Opponent's name, Own name, Parameters)

Return: Result, Port Address
This primitive is issued by NPM subscripers only.

AWAIT OPEN (Own name)

Return: Result, Port Address, Opponent's name,
Parameters.
This primitive is issued by HPM subscripers only.

CLOSE PORT (Port Adress)

Return: Result.

Information transfer:

RECEIVE (Port Address, mode).

Return: Result, Mode, Information block.

SEND (Port Address, Mode, Information
block) .

Return: Status, mode (only if immediate acknow-

ledge is not requested).

Result: If zero the transport across the channel was succes-
ful.

If non zero the transport did not succeed and the
value of Result indicates the cause of the malfunc-
tioning.

Mode: Specifies a command which is passed from sender to
receiver together with the information.

The MODE parameter is set by the user of the NPM and HPM
modules.
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Mapping HPP-SC

8.4.1

The initialization of an HPLC only affect the CENTERNET
transport system in the sense that the SC tables are updated
with the resulting values of the following parameters:

- SC port number opened (=HI address)
- Name of reserver
- Attributes

The established relation is illustrated by the example shown
in fig. 8.6.

NPM | | HPM HIM sC
A bdem = e — i T tf € port7
NIA=30 : lyra=7 Name=
| |
B | |
i |
| -
o r—~v--——{-—--%—-uf“'_—__”‘*ho
- - SC port=9
NIA=37 : :HIA—Q Name=C
D I |
1
i e
NIA: Network Interface Address HPM: Host Port Module
HIA: Host Interface Address NPM: Network Port Module

Figure 8.6. Example of Host Port relations to SC port.

The RC8000 application programs should be able to receive
information from the network at any time, e.g. have issued a
RECEIVE to the NPM. Alternatively the applications could ini-
tiate a network interaction.

The above example illustrates that the open host port primi-
tive includes the opening of just one SC port.

Mapping of SC Primitives

SC supports a diversity of primitives on an opened port. The
RC8000 Host Interface includes a mapping of these primitives,
in order to make them available to the reserver. The mode
field in the HPP block header is used for this purpose,

thus:
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- RECEIVE operations from the reserver include a MODE. This
causes a receive operation to be set up for the SC, using
the MODE as operation code. When the operation is returned
from SC, a result (and possibly data) is delivered. This
causes the RECEIVE operation to be answered, including
result (added to MODE).

- SEND operations from the reserver include a MODE together
with data. This causes a send operation to be set up for
the SC, using the MODE as operation code. When the opera-
tion is returned from SC, a result is delivered. This caus-
es the SEND operation to be answered, including the result
(added to MODE). Note that if immediate acknowledge for
SEND is requested, the SC result cannot be included in the
answer to the SEND operation.

For the specification of MODE (SC operation codes) please
refer to ref. (31).

Both the RC3502C HI modules and the RC8000 NI modules offer
services for the network control system (NCC in RC8000, and

As defined in chapter 5 the access from NCC/NCP is performed

CONTROL : Control function, which enables the NCC/NCP
to perform control on the NI/HI modules.

EVENT : Monitoring function, which enables the NI/HI
modules to report important events to the NCC/
NCP system.

SENSE : Monitoring function, which enables the NCC/
NCP to read status from the NI/HI system.

GET STATISTIC: Monitoring function, which enables the NCC/NCP

to get statistical information from the NI/HI

The following gives the control and monitoring facilities
available on both the RC3502C and the RC8000.

8.5 NC Service Interface
NCP in RC3502C).
via the following primitives:
system.
8.5.1 CONTROL Functions

When the NCC/NCP wants to control the NI/HI it can issue one
of the following functions:

SET NC MASK
MAX NUMBER OF PORTS
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SET NC MASK is used (for both modules) to activate/deactivate

(filtering) the monitoring functions. I.e. the NC can indi-
cate to the module whether or not statistical information
shall be gathered and which events that shall be reported.

REPORT Functions

The EVENT primitives are returned to the NCC/NCP after the
following events:

(1) FDLC on-line.

(2) FDLC off-line.

(3) HPLC established.

(4) HPLC removed.

(5) FDLC restart.

(6) Error detection (system error or FPA error).
(7) Lack of resources.

SENSE Functions

The SENSE primitives are used to get either an immediate
state or an immediate status for the module or for a data
path through the module. The following primitives are sup-
ported:

NPM : SENSE HPLC
SENSE FDLC
HPM : SENSE HPLC

GET STATISTIC Functions

The STATISTIC primitives are used to retrieve statistical
information for either the whole module or for a data path
through the module. The below listed primitives are sup-
ported:

NPM : HPLC STATISTICS
FDLC STATISTICS

HPM : GET HPM STATISTICS
HPLC STATISTICS

RC3502C HI Structure

The previously described function of the CENTERNET Host
Interface is reflected on the module structure within
RC3502C.

As shown in figure 8.7 the RC3502C Host Interface consists
the following functional modules:

- FDLC
Channel Link protocol handler

of
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- Host Port Module (HPM)
Implements the Host Port Protocol and offers a general host
interface for any RC3502C process.

- HI Mapping (HIM)
Functions as the gateway between the HPP and the SC trans-
port facilities of CENTERNET.

-————
!
e - - !
o > > | Transport
— FOIC [ HPM [£%] HIM sc | 15 | system
et o - I
i -
ety '
—
|
—— -

Figure 8.7 Logical Structure of RC3502C HI system.

RC8000 NI Structure

Like the RC3502C HI a corresponding structure is applicable
to the RC8000 Network Interface System. In addition the NI
must also cover terminal adaption to the RC8000 operating
systems. Three modules (in two s-processes) constitutes the
RC8000 CENTERNET Interface.

- NPM
Network Port Module. Implements the Host Port Protocol and
offers access to the service of SC. The same process
includes

- FDLC
Channel Link Protocol Handler.

- SMM
Scroll Mode Mapping (SMM) Module. It uses the HPP/SC ser-
vice in order to communicate with CENTERNET Virtual Termi-
nals operated in scroll mode. The VT is converted into
standard terminal formats well known to all RC8000 operat-
ing systems (i.e. RC822 VDU cf. ref. (103)). The inter-
action with RC8000 operating systems are performed via
pseudo-processes (area-processes) which are created for
each terminal user connected.
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Figure 8.8 Logical structure of RC8000 Network Interface
including the SMM Module.




CENTERNET 8.18

This page is intentionally left blank.



CENTERNET 9.1

CENTERNET RC8000 HOST UTILITIES

Basic Structure

The RC8000 Host utilities are performed by a number of RC8000
processes under the basic operating system s. They are acting
as service modules to other RC8000 systems, supporting a
varity of functions on the network.

They interact both with each other and with the Net Interface

process (NPM). All the interaction is performed on the
standard RC8000 message format.

File Transport Utility.

This function is performed by an s-process started either
from the main console or automatically by operation system s
after autoload.

The task to be performed is:

- create a session to a similar process
in another machine using the SC primi-
tives - or await session establishment from
the outside.

- perform transportion of an RC8000 disk
file to or from the local disk, following
the File Transfer Protocol described in
ref. (4).

FTP Functions and Operations

The File transport utility is operated from another RC8000

process by the normal send message/wait answer operations.

The process will normally not make any messages on the main
console.

The basic function is a transport request. The other func-
tions are informative or aborting an active transport. An FTU
accepts only to perform one file transport at a time. The
relevant messages to send to the FTU are:

Transport request

Message: 5 <12+2
first address
last address.
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The data block contains definition of the transport request-
ed, i.e. file name and entry base (identifying both the
involved files), identification of the responding machine,
and mode of access. Mode of access may be make only, replace
only or read only.

After an attempt to establish the transport, an answer is
supplied to the sender, telling either the cause of failure,
or OK (just after the GO command).

Answer: status word
halfwords
characters
status information.

Abort transport

Message: 5 <12+1
first address
last address.

The data block must describe a transport going on, in a
format as in transport request. The transport is aborted if
it exists, and answered after the STOP command.

Answer: status word
hal fword
characters
status information

Status information will include

- transport aborted
- not current transport
- no transport going on

Sense

Message: 0< 12 + mode

The answer contains a status for the FTU. The answer is
delayed, controlled by mode just as in get status message.

(see below).

Get Status (and statistics)

Message: 3< 12 + mode
first address
last address

The answer contains status and statistical information, as
much as the supplied buffer can hold. The status information
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is in the first part of the buffer. The information concerns
the current or last executed transport. The answer is delay-
ed, controlled by the bit pattern of mode, thus:

mode = O no delay.

mode = 2 delayed until transport stop.

mode = 4 delayed until transport start.

mode = 6 delayed until transport stop or start.
Start FTU

Message: 202< 12 + reserve

The message starts up the operation of the FTU, i.e. a host
port is opened and the initial receive operation is perform-
ed. The sender of the message is identified by name and pro-
cess description address. reserve = 1 if the sender reserves
the FTU for exclusive use (among the RC8000 processes),

otherwise it is 0. The answer will include information about

- host port opening failure
- reservation rejected

- start rejected (reserved)
-~ started already.

Stop FTU
Message: 204< 12 + O.

The sender must priviously have started the FTU. The opera-
tion of the FTU is now stopped, and the host port is closed.
The answer is returned, including information on the legality
and success of the operation.

Use of primary output (console)

The FTU will write an output message on the console at pro-
cess start up, at host port open and close. No other output
is sent during normal operation.

In situations where a file transport is started, but no "get
status" message is received, the FTU will as a default report
the event on the console.

FTU Log File

The FTU maintains a logfile, containing information about all
important events. The logfile may be inspected from other
RC8000 processes.
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9.2.2 Access to SC

The FTP-processes situated, in an RC8000, that wants to
exchange information, in the form of files, across the data
network, must operate on the network interface, utilizing the
service offered by the RC8000 Network Interface process
(NPM). These services include, the establishment/termination
of connections from the RC8000 to the RC3502C as well as net-
work sessions, and transmission/reception of blocks contain-
ing FTP-commands.

9.2.2.1 Initiator FTP-Process

Before any actual transfer can be made, the RC8000 process
must establish a host port logical channel. This is accom-
plished when issuing a OPEN primitive with parameters set in
accordance with the description in section 8.3.

When the session to the responding FTP-process is desired,
this session is established when the SEND primitive is issued
on the opened port with the following parameters.

MODE : 4

TRANSMITMASK : please refer to section 5.5

CLASS s 1

NAME of RECEIVER : Symbolic name of responding FTP-Proc

ADDRESS of RECEIVER Symbolic/absolute addr.of respond.
FTP process.

USER DATA ¢ RC8000 - FTUP

L

Now -the communication with the responder can commence, follo-
wing the rules laid out in the FTP protocol, described in
ref. (4). All commands created in the FTP-process are trans-
mitted across the network using the SEND primitive on the
allocated port with parameters set as follows.

MODE 2
buffer Start of buffer containing FTP-command
buffer length : Number of bytes in FTP-command.

Controlling the flow on the session is done through the
RECEIVE primitive. The result parameter indicates what type
of information is received.

After the transfer has been completed the session is removed
on responder request and accepted by initiator when the FTP
process issues a SEND where

MODE : 24
CAUSE : Normal Termination.
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Responder FTP-Process

For the initiator to be able to start the transfer to/from
the host where the responder is situated, the latter must
have declared its existence in the network by issuing a OPEN
to the NPM module succeded by a RECEIVE where the receive
buffer will be returned, when the initiator's request arrives
to the Terminal Concentrator in question. If the answer indi-
cates the receival of a connect request, the FTP process will
accept the request by issuing a send where

MODE : 20
USER DATA : RCB000 - FTUQ.

As for the initiator, the SEND/RECEIVE primitives will be
used to.transmit/receive commands on the session.

In certain situations the responder has to remove the ses-
sion, and this is done as in initiators end through the SEND
primitive with appropriate parameters, including a diversity
of causes.

The resonder process in responsible for removing the session
after the transfer has been completed. The FTP process will
issue a SEND primitive where

MODE : 8
CAUSE : Normal Termination.
9.2.3 System Environments

The FTU process is a normal s-process co-existing with other
RC8000 processes. As the FTU is using the NPM process, it
must exist in advance. No other demands must be fulfilled in
order to execute the file transfer.
The FTU is a service-module to the other RC8000 processes,
who are requesting files to be transferred. The FTU is pre-
pared to communicate with any other RC8000 process, but only
one transport is active at a time. If the FTU is busy, a
transport request message is answered "busy", and the message
repertoire is designed to ease the user processes in "waiting
for ready FTU".
The essential parameters in the transport request are:

File name and entry base at initiator.

File name and entry base at responder.

Mode of access.

Symbolic name and address of responder.
File name and entry base is a unique identification of a disc

file in the RC8000 catalog system.
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The file transfer now proceeds in the following main phases,
in accordance with the file transfer protocol in ref. (4):

a) check the transport request parameters and reserve
the file at initiators end.

b) create session to responder.

c) send SFT.

d) responder checks parameters and reserves the file at
responders end. Send RPOS or RNEG.

c) initiator enters level 1 by the GO command (messages
waiting for start are answered).

d) data transfer takes place, using the facilities nego-
tiated at level O.

e) initiator sends STOP.

f) responder disconnects the session. (Now messages
waiting for stop are answered).

If anything unusual happends during these phases, the proper
escape actions are taken, as stated in ref. (4).

Logical Structure

The FTU is implemented in ALGOLS8.

The utility is able to perform the role of initiator or
responder, and as sender or receiver. As only one transport

is handled at a time,

only one role is active.
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Area process

interface
NCC
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Message |User l
fram inter- FT protocol
———— face block
other
RC8000
modules N SC access

NI interface
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RCB000 NI

Figure 9.2.1 Logical structure of the RC8000 FTU.

The NCC/User interface handles message from other
cesses and 1s the access to the environments.

Area process interface is the block accessing the
through an area process. -

FT protocol block is the actual implementation of

SC access is the block handling the access to the
located in a TC. This access is performed through
module and NPM interface.

RC8000 pro-

disc files

the FTP.

SC module
the NPM
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The management, operation and maintenance of a larger network
system with a constantly varying number of involved hardware
and software components indeed requires a powerful set of
descriptive and operational tools. These can be grouped into

1. Identification and description system for each hardware

Dead start and basic network initialization.

Reports and statistics gathering.

4. Network component maintenance.

Tools available for RC8000 programming.

Note: As the SC/HC files and the down line load are not yet
defined some subsections in this chapter may be updat-
ed / will not be available until January 1983.

10. SYSTEM ORGANIZATION
the following types:
and software module.
2. Basic system operation.
3. System Supervision.
5. Development tools.
10.1 System Modules

The establishing and management of the CENTERNET network
system requires the administration of a number of system
modules. Two main categories are defined, hardware modules
and software modules.

The hardware modules are arranged in physical installations
(cabinets, racks and crates), which from the point of view of
operations represents an entity, i.e. no insertion and remov-
al of hardware modules can be performed without interrupting
the functioning. In CENTERNET there are defined two such phy-
sical entities, the RC3502C Terminal Concentrator and the
RC8000 Host Computer. The software modules are arranged in
logical blocks which represents a typical function within
CENTERNET. Interactions with other logical blocks are per-
formed in order to realize the hierachical structure of the
protocol and control system. In CENTERNET there are defined
the following logical blocks: Basic TC (CNADAM, HDLC, DTE,
TS, SC), X.28 SMT support, Host Interface, Network Interface,
Network Control Probe, Network Control Center, File Transfer
Utility and RC8000 Scroll Mode Mapping.

The following sections describes the basic structure of the
hardware and software configurations as they are described in
the HCF- and SCF files. These files are under control by the
network control system, and may thus be read/updated only via
the NC system.
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10.1.1 Hardware Modules, TC

The basic unit consists of a RC3502C CPU with the following
elements:

- 16 bit CPU with preprocessor

- 64/256 Kbytes RAM memory module

- Crate and power supply.

The crate has 14 free slots for additional memory and con-
troller boards. All slots within one crate are interconnected

via a common internal backplane bus.

Fig. 10.1. outlines the basic TC processing unit.

P U = Processing Unit

Nl 1.
¢ )
Y
16 bit 64/256 KB Power
CPU RAM crate
MEM Backplane

Figure 10.1l. Processing Unit of a TC.

A common designation of the basic system is PU (Processing
Unit) .

A PU can be expended with PC boards up to a total of 14 addi-
tional boards. These PC boards encounter the following types:

1) MEM, a 64/256 Kbytes RAM memory module (1 PCB).

2) IMS, a 8 lines asynchronous multiplexor (2 PCB's).
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3) COM, a 2/4 lines synchronous HDLC multiplexor (2 PCB's).
4) IOM, I/O board for 8 high-speed serial channels (1 PCB).
5) MBA, adaptor board for the INTEL MULTIBUS (1 PCB) .

6) TES, programmable read only memory for image load (64KB-1
PCB) .

The IOM board is used for connection of external equipment
including the FPA100 channel attachment to the RC8000 Host
Computer.

Fig. 10.2 illustrates an example of a single-PU terminal con-
centrator with RC8000 channel attachment.

CT[ 1 T 11 11 1__]_>

- oM coM NS 3x i TES E
HDLC MEM : ’
: v bmeeen
A/
/6 | v i |
FPA100
Junction panel
,IL V.24/V.35
RC8000

Figure 10.2 Hardware structure of a single-PU TC.

In order to manage the different TC configurations an
adequate description and addressing scheme must be defined.

The individual hardware modules within the TC is addressed
and described based on the address tree in fig. 10.3.

The hardware Configuration File (HCF) of a TC is thus build
up around an element address and an element description
(attribute).
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E -

Figure 10.3 3-level identification structure of a TC.
Referring to fig. 10.3. an element e.g. HDLC line 2 is iden-
: tified by
TC10.HDLC1.HDLC-L.2 - Attribute.
Each element being addressed within a TC has assigned an
attribute (50 alphanumeric characters), e.g. hardware serial

number, V35 modem number, crate slot number, spare module.

The exact layout of the hardware module attribute is defined
with respect to operational and maintenance considerations.

10.1.2 Hardware Modules, RC8000 Host Processor.

The basic unit consists of a model 35S or 45S system which
includes the following elements:

- 24 bits processer

- 64 KWord RAM memory

- I/0 device processor.
Additional modules include:

1) MEM 64 KWord memory module



CENTERNET 10.5

2) DSC Disc storage channel

3) DSD Disc storage drives (30 MB, 60 MB, 128 MB, 248 MB)
(up to 4 drives per channel)

4) MTC PE Magnetic tape drive channel
5) MTU Magnetic tape unit (up to 4 units per channel)
6) CONS Main operator console

7) FPA Front end processor adaptor for attachment of RC3502C
TC/NN (one TC or NN per FPA).

8) LPT Line printer.

Similar to the TC a description and addressing scheme is
defined, the elements of which are contained in the hardware
configuration files. The attribute field of each addressable
unit contains information about sales and serial number,
options and features and other informations applicaple for
maintenance purpose.

Fig. 10.4. illustrates the address tree of an RC8000 host
computer. :
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8000/
458

Figure 10.4 Address tree of an RC8000 host processor.

10.1.3 Software Modules, TC

The logical set-up of the software system within a TC is
arranged in the following blocks:

- Basic TC process - CNADAM

- Basic transport elements - DTE, TS, SC - DTS.
- X.28 Scroll Mode Terminal support - SMT.

- RC8000 Host Interface - HI.

- Network Control Probe - NCP.
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- Basic Software - BS.

An address and identification structure is defined (£fig.10.5)
where each addressable unit is described by a description
record which contains:

generation parameters
- program version number
- special facilities, options or registrated errors

name of source code

- name of load file

- system requirements.

The contents of the description record is used each time a
software module is changed and the updated record is contain-
ed in the software configuration file (SCF).

Figure 10.5 Software identification tree of a TC.

Software Modules, RC8000 Host

Following logical blocks of modules are defined.

- Network Interface - NI

- Operating systems - OS

- Network Control Centre - NC

- File Transfer Utility- FTU

- RC8000 Scroll Mode Mapping - SMM
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Fig. 10.6. illustrates an example of the software modules in
an RC8000 Host Computer. Only the modules required for
CENTERNET operations are shown, additional facilities such as
compilers, editors and other utilities are available as
either BOSS, SOS/TEM, or s tasks.

0s1
50S/TEM 0s2
BOSS

Figure 10.6 Software modules of an RC8000 Host Computer.

Basic System Operation

The basic operation of CENTERNET always requires an operator
who uses either a local system terminal or the operator
terminal.

The local terminal only enables basic control of the modules
belonging to the machine to which the terminal is connected.
The NC operator communicates with the network control system
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which gives him access to all controlling primitives defined
within NC (cf. sections 6.3.2 and 6.3.5).

Local Operator Interactions

10.2.2

Only the RC8000 supports a local operator. The RC3502C basic
software supports an operator console, which will be used to
test, debugging, and as output medium for module messages.

The local operator of the RC8000 is needed when dead starting
and closing down. The I/O device controller is considered as
an intergral part of the RC8000 in contrast to the RC3502C
TC.

The local operator control on RC8000 include:

~ initiating and closing the CENTERNET software components
residing as s-processes in the machine.

- logging information concerning local devices
- system restart in case of severe errors.

CENTERNET software residing in the RC8000 is divided into a
number of multiprogrammed processes, each executing a program
module. In addition to this, one or more operating systems
offers the services needed to execute the programs. Local
operator interaction is necessary to start these programs but
may be done in an easy way and should occur infrequently.

Dead Start and Software Module Change

CENTERNET contains three types of components which may be
deadstarted by means of an autoload and in which additional
software modules can be loaded.

- RC8B000 Host Computer

- RC3502C Local Terminal Concentrator, i.e. directly attached
to an RC8000

- Remote RC3502C TC with no RC8000 attached.

RC8000

Deadstart is initiated manually by an operator on the local
console and the autoload is performed from its normal auto-

load device, e.g. disc.

Additional module load is normally carried out by the local
operator too, but a method exists so that a module load can
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be initiated via the NC system. The method applied is that a
special NC transaction addressed to the module in question
causes the module to perform a reload from a predefined
loadfile. In this way the s-process modules can be loaded via
the NC system.

RC3502C Local TC

The RC3502C contains a watch-dog function which will invoke
an autoload sequence performed in two steps:

1) The bootstrap loader is loaded from the 16 KB PROM in the
first memory module (MEM 0).

2) This bootstrap loader activates an autoload via the FDLC
channel. This autoload enables the RC8000 to load the
TC with any appropriate software system.

RC3502C Remote TC

To appear.

Network Monitoring/Control

As described in chapter 6 the monitoring and control facili-
ties enable a network operator, via the network control ter-
minal (NCT), to supervise and control all basic functions in
the network.
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- SMT Terminals

Appl.

RC8000 Host

[L]

2] [~ I

g
-
H

RC8000 Host

Figure 10.7. Network monitoring/control sites (example).

The NCT of an RC8000 may be any Scroll Mode Terminal (X.28-
SMT). The NCT handler module contains a log-on and password
mechanism which enables the enforcement of competence areas
of each of the NCT operators and may also prevent unauthoriz-
ed access.

The NC facilities available for a NCT operator enable super-
vision of the total network, supplying information as:

~ display of number and location of active TC's
- alarm reports in case of hardware failures

- display of number of active SMT ports

- main traffic values

- average throughput on different levels

Furthermore the NCT operator has at his disposal a number of
network control facilities and utilities:
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- close of SC ports

- max number of HI ports

- max number of TS ports

- open/close of specified hardware paths (lines, channels,
AMX ports)

- software control of different network and NC modules

- access to traffic and session control primitives

- load/autoload of specified hardware elements

Further details concerning monitoring and control facilities
are found in chapter 6.

10.4 Network component maintenance

The maintenance task is normally three-fold:

1) Determination of weaknesses in the system, e.g. bottle-
necks. This is done concurrently with normal network ope-
ration.

2) Reliability test of single components. The component is
taken out of service for separate testing.

3) Diagnostics, to locate faulty equipment.

10.4.1 On-=line test

The basic tool for on-line test is artificial traffic. Traf-
fic may be generated between two network components on the
same logical level. The following possibilities exist:

- SC traffic, using the SC and lower logical levels

- Traffic between two SMT's. Two types of tests (network-,
access test) are possible, and the generator may operate
in two modes. Either it generates and repeats a test

pattern or it echoes/drops the received traffic.

10.4.2 Component reliability test

The component in question cannot be tested without taking it
out of normal operation. Normally hardware communication
channels are the only components tested for reliability. The
procedure is to establish a loop including the components in
question and generate traffic which is returned to the sender
and compared with the original data.

1) An RC3502C HDLC line is tested by means of the standard
HDLC Reliability. The loop is established by using two
HDLC lines in the same RC3502C.
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2) FDLC channel link. As in (1), but the reliability program
resides in the RC8000 and a mirror is running in the

The faulty equipment is taken out of service, and the
standard RC diagnostics used to locate the error. These diag-
nostics programs are stand-alone programs used by RC techni-

To maintain and further develop network software it is neces-
sary to provide tools that permlt editing, compiling, and
execution of programs, written in Algol8 and Real-Time

Any SMT terminal connected to CENTERNET can access the ope-
rating system of the RC8000 Host Computer.

The terminal connect via the SMM to the RC8000. When the con-
nection is established, the terminal potentially has full
access to the RC8000 system, acting as a normal RC8000 TTY

In the following a resume of the RC8000 system facilities is
given. For an exhaustive description refer to references

The basic communication kernel between user and system is the

A system command is principally a request for execution of a
system program. The task of FP is then to interpret the
request, seek the system program, load it into core, start
its execution, and pass any parameters to it.

The system is provided with a host of system programs termed
utilities. Ref. (98) gives a full description of utilities
available. However, the structure of the system allows the
user to write his own utilities easily, and thus expand and

RC3502C.

10.4.3 Diagnostic test

cians.
10.5 Development Tools, RC8000

Pascal.

terminal (RC822).

given in Appendix A.3.
10.5.1 Basic System Operation-FP

File Processor, FP.

shape the system for his own purpose.
10.5.2 Backing Storage Organization

Backing storage or the file system is organized as set of
files, that is accessed through the catalog. Access rights to
a file are given by the concept of bases. This concept is
thoroughly explained in ref. (93).
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Generally speaking, the access to a file is defined by the
scope with which a user views the file. An illustration is
the comparison to the lexical levels of an Algol60 program.

. | [
[: .
~
Y Y
" 'L
i ~
user eve - . 1

E user eye

c [

-
-

E System project user
L scope of files.
Levels of a program. 7
Figure 10.8. The Scope Concept.
A user can ‘'see', i.e. read, his own files (with scope user),

his projects files (with scope project) and system files. He
is able to write in user and project files but not system
files.

Organized appropriately, users and projects can be protected
against each other. The system contains a host of utilities
to manipulate and maintain the File System and provides
simple procedures for back-up on magnetic tape or discette.

Editing

Editing of text files is performed applying the Utility Edit.

Edit is a general context oriented editor, containing the
classic commands for searching, replacing, deleting, and

inserting text strings in a file. Details are given in ref.
(98).
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The system will provide compilers for the Algol8 and Real-
Time Pascal. The operation of the compilers is like a utility

The compiler translates the input text file into an
object file ready for load, if the input was error free.
Otherwise a comprehensive list of error messages is given

The object program is viewed as an utility - thus an execu-
tion of the program is a FP call of the object program's name
followed by any parameters. It is the responsibility of the
program to read and interpret the parameters passed by FP.

10.5.4 Compiling
and is as follows:
to the terminal.
10.5.5 Program Execution
10.5.6 Interface to the NC

The terminal connected to the RC8000 system has no direct
contact with the Network Control situated in the RC8000.
Files, programs, etc. are passed to the Network Control by
altering their scope so as to allow the Network Control
Centre to access the files.

The terminal can then connect to the Network Control and
inform it to do what ever necessary with the file.
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Basic Terminology

In this appendix different terms used in the System Specifi-
cation and other CENTERNET documentation will be explained.
The list is not complete but the most commen are explained.
The appendix is divided into 2 parts

- basic terms

- abbreviations for software and hardware components.
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Basic Vocabulary

Access

The class of procedures defined for utilizing the service
offered by the lower layer.

Artificial Traffic Generator

Software module or procedures incorporated in a module
generating artificial traffic. Different types of traffic
may be specified. Used to test network performance, data
connections or terminal connections.

Association

An association constitutes the support for a conversation
between a pair of network entities. A network entity can
participate in several associations simultaneously.
(Source INWG 96.1, edited).

Channel Link

The channel link is a data-link between the RC8000 Host
Computer and a Terminal Concentrator.

CENTERNET Entity

CENTERNET user connected to the Session Layer and having a
unique network address.

Class

As used in the Session Control Service and the Transport
Station Service class means priority of data transfer.

Command Field

Name of level 0 data-field of the File Transfer Protocol
(FTP) .

Controlling (NC)

The direct interaction in network performance.

Data Entry Mode

One of the image classes of Virtual Terminals. The charac-
teristics of the class is the division of the presentation
unit into fields with assigned attributes.
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Data Field

Name of the field holding user data in the File Transfer
Information Unit and in the X.25 data packet.

Data Link

The assembly of two stations that are controlled by a
linkprotocol and that together with the interconnecting
datacircuit enables data to be transferred from one node
to another node, whereby nodes are acting as a data-source
and a data-sink. A data link is the equivalent term for
linkconnection. (Source ISO/TC 97/SCl6/N227).

Data Network

The assembly of functional units that establishes data
circuits between data terminal equipments.
(Source IS0/DIS2382/IX).

File

A general term, used for a backing store area holding
information/data. (Source RCSL 31-D609, edited).

File Transfer Information Unit (FTIU)

All information transmitted by the FTP is divided into
record (FTIU) and a record is delivered as a UIU to the
session service.

Fragment

The Transport Station breaks the User Information Unit
(UIU) into fragments adds a TS-header to each fragment
and sends the fragments to the receiving Transport
Station, where the fragments is reassembled into the UIU.

Hardware Configuration File (HCF)

A file located at the Network Control computer describing
the hardware configuration of the network.

Host Interface Address (HIA)

HIA is the access-address of the endpoint, the host port
of an Host Port Logical Channel (HPLC) in an TC.
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Host Port

Host ports constitutes the logical name space in a Termi-
nal Concentrator of applications in the host computer
independently of the actual addressing method.

Host Port Logical Channel

A two-way simultaneous transmission path across a channel
link, comprising associated send and receive paths.

Initiator
The user/application/module initiating an action. E.g. the
application initiating a connect message to the session
layer is called the initiator of the session establish-
ment.

Letter
A message (User Information Unit) exchanged between two
TS ports utilizing the liaison mode of the transport

service.

Lettergram

A self contained, independent messages (UIU) exchanged
between two TS ports using the lettergram mode of the
transport service.

Lettergram Mode

A data transfer service offered by the Transport Station.
The characteristic is independent messages exchange, no
previous synchronization between both ends, no error
recovery, i.e. a transaction oriented service.

Lettergram Service/Mode

See Lettergram mode but offered by the Session Control.
Liaison

A two-way simultaneous transmission path between two
transport-service-access-points (TS ports) which is offer-
ed as liaison mode by the Transport Station for sequenced
and synchronized conversations.

Liaison Mode

A data transfer service offered by the Transport Station.
The characteristic is sequenced and synchronized exchange
of messages, full error recovery.
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Link/Line

The access address of the endpoint of a data link or a
channel link.

Local Connection

The establishment of a data path between the Physical
Terminal and the Terminal Concentrator.

Management (NC)

The administration/manipulation of the monitoring- and
control functions, and the retrieved information.

Monitoring (NC)

Monitoring comprices the functions of report/statistical
information retrieval.

Native Mode

One of the image classes of Virtual Terminals. The charac-
teristic is transparently data exchange.

Network Application Identification (NAID)

A NIAD uniquely identifies an application at the Session
Control Interface. Furthermore the NIAD is a part of the
Network User Identification (NUI).

Network Control Center - Nucleus (NCC)

The NCC comprises the basic set of tools required by all
NCC-utilities.

Network Control Center - Utility

A module/program performing a dedicated network control
function.

Network Control Information Unit

A supervisor transaction. I.e. a selfcontained Network
Control function exchange between two NC-units utilizing
the lettergram mode of the transport service.

Network Inteface Address (NIA)

NIA is the access address of the endpoint, the port, of an
Host Port Logical Channel (HPLC) in the host computer.
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Network Unit Identification (NUID)

The identification/address of a unit (Terminal Concentra-
tor, Host Computer) connected to the data network by the
SC/TS interface. A NUID may be perceived as an SC/TS net-
work address. Furthermore the NUID is a part of the Net-
work User Identification (NUI). -

Network User Identification (NUI)

A NUI uniquely identifies a network user in the network.
The NUI is used to access a network user. The NUI consists
of the two parts, NUID and NAID.

Resgonder

The user/application/module answering a request. E.g. the
application answering a connect messages from an initia-
tor.

Session
A cooperative relationship between two application-

entities characterizing the communication of data between
them. (Source, ISO/TC97/sClé N227).

Session Control Port

SC Ports is the addressing space in the Session Control
Interface. I.e. a SC port is the access address of the
session at the SC interface.

Session Entity

See CENTERNET entity.

Session Service/Mode

A data transfer service offered by the Session Control.
The characteristic are safe establishment and disconnec-
tion of the data path (session), sequenced and synchroniz-
ed exchange of data and full error recovery.

Stream

A stream in the access address of a Virtual Call at the
X.25-DTE interface.

Transport Station Port

TS ports is the adressing spare in the Transport Station
Interface. I.e. a TS port is the access address of the
endpoint of a transport-connection.
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Virtual Call (VC)

A user facility in which a call set up procedure and a
call clearing procedure will determine a period of
communication between two DTE's in which users data will
be transferred in the network in the packet mode
operation. All the user' data is delivered from the
network in the same order in which it is received by the
network. (Source, RC.PAXNET.CHH.6).

X.25 Logical Channel

In packet mode operation, a means of two-way simultaneous
transmission across a data link, comprising associated
send and receive channels. (Source, RC.PAXNET.CHH.6).

X.25 Logical Channel Number

Each X.25 Logical Channel is identified by an logical
channel number (LCN) in the DTE/DCE interface.

X.25 LAP B Link

See Data link.
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Abbreviations for Software and Hardware Modules

CNADAM

Father process (Real-Time Pascal term) for all CENTERNET
processes in a Terminal Concentrator (TC).

DCE (X.25-DCE)

Data Circuit-terminating Equipment.
Module, placed in a Network Node (NN), handling the X.25
level 3 interface of the Data Network.

DTE (X.25-DTE)

Data Terminal Equipment.
Module, placed in a Terminal Concentrator, handling the
X.25 level 3 interface to the Data Network.

Event Collector.
Network Control Utility collecting all events in a disc
file.

FDLC

FPA Data Link Control.

Module handling the FDLC protocol used between an RC8000
Host Computer and the Terminal Concentrator. Is located
both places.

FTU

File Transfer Utility located in an RC8000 Host Computer
and handling disc file transfers.

HDLC

High level Data Link Control.
Driver located in a Terminal Concentrator or Network Node
and handling the X.25 level 2 protocol LAPB.

HIM

Host Interface Mapping.
Module located in the Terminal Concentrator and performing
the mapping function between the Session Control Interface
and the Host Interface.

HPM

Host Port Module.
Is located in the Terminal Concentrator and handles the
access to the host utilizing the Host Port Protocol.
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LCP

Local Control Probe.
Integrated part of different software modules. It handles
the access to the Network Control System.

NCC

Network Control Centre nucleous located in the RC8000 Host
Computer. Is the kernel (mailbox) in the Control Centre
performing the access to the network and the communication
between different NC Utilities in a RC8000 Host Computer.

NCP

Network Controcl Probe.

Module located in every network unit performing different
Network Control function and handles the communication
between the individual LCP's and the Control Centre.

NCT

Network Control Terminal.
Module located in the RC8000 Host Computer and is the
human interface to the Network Control System.

NPM

Network Port Module located in the RC8000 Host Computer
and is the Network Interface for modules in the RC8000
Host Computer.

OVIEW

OverVIEW.

Network Control Utility located in the RC8000 Host Comput-
er, gathering information from the different CENTERNET
units and processing the data, so an overview picture can
be constructed by the NCT.

RLU

Remote Load Utility.
Network Control Utility active at down-line load of Termi-
nal Concentrators.

SMM

Scroll Mode Mapping module.

Mapping module located in the RC8000 Host Computer. The
mapping functions concerns Virtual Terminal Protocol for-
mats to/from standard terminal formats well known to all
RC8000 operating systems (i.e. RC822 VDU).
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Session Control.

The module handles the functions defined for layer 5 and
the addressing functions of CENTERNET. It is located in
the Terminal Concentrator.

Terminal Concentrator. A TC is a RC3502C minicomputer
system performing the access to the Data Network and the
RC8000 Host Computer. Different terminals may connect to
the concentrator.

Transport Station.
The module handles the functions defined for layer 4 and
is located in the Terminal Concentrator.

Virtual Terminal.
Is a framework for defininy a network wide standard
description of a terminal.

X.28-SMT :

X.28-Scroll Mode Terminal.

This module handles the physical terminal connection to
the Terminal Concentrator and performes the mapping from
physical terminal to the Virtual Terminal.
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